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This project was concerned with the development of biocybernetic concepts

and methods which have potential value for enhancing visual perception of , and

visual memory for , scenic materials. The essence of the biocybernetic idea is

that feedback and control schemes imp lemented by various machines can be 
used

to en hance or extend various aspects of human p er fo rmanc e  beyond una ided l i m i t s

To des ign  e f f e c t i v e  close l y-coup led man-mac h ine  systems it  is des i rab le  to have

the p ercep tua l  and be hav io ra l  aspects of human p e r f o r m a n c e  fo rmula ted  in term s

of feedbac k and con t ro l  p r inc ip les. In t h i s  p r oj e c t  the i nves ti ga to r s  concent r  t t ’
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on studying the feedback and control 1.ossibilities inherent in the coupling ofTi
visual stimuli to eye-direction and to the phase of the EEC alpha rhythm.
They succeeded in developing state-of-the-art systems for real-time tracking o~
eye-direction and al pha-phase ; these computerized tracking systems are capable
of controlling visual stimuli so that their occurrence is conditional upon eye 5

-

direction and alpha-phase.

Their computerized eye-tracking system , known as PERSEUS , incorporates the
2-dimensional double-Purkinje-image eye-tracker (DPIET) developed at the
Stanford Research Ins t i tu te .  This non-contacting device tracks and compares S

the posi t ions of the f i r s t  and four th  Purkinje images formed by re f lec t ions  of
inf rared  light beamed at the subject ’ s eye . By comparing the posit ion of the
four th  Purkinje image with respect to the f i r s t  Purkinje image , one ob tain s a
sensitive measure of eye-rotation which is uncontaminated by eye-translation.

‘P~RSEUS , which is imp lemented in a PDP-l5/76 computer , provides computer-
generated scenic targets for experimental s tudies , calibration routines for
the linearization of eye-direction estimates obtained from the DPIET, and real
time analysis of fixation and saccades in relation to scenic targets. PERSEUS
is capable of stabilizing a computer-generated scenic image upon the retina of
the moving eye; it is also capable of modifying the properties computer-genera ed
scenic target on the basis of current eye-direction . A model for saccadic eye—
movement was developed which permits real—time prediction of saccadic destina-
tion from the early portion of the saccadic trajectory.

A computerized scheme was implemented for the phase-contingent analysis of
the average vi~u~ l evoked potential..~~The results of this !nvesti~ ation were
found to be compatible with the hypothesis  that cerebral , incorpo ra t ion  of
visual  sensory i n p ut s  is based upon phase -modu la t ion  of the EP~ alpha rh y t hm.
A more e laborat~ ana ly s i s  o f the average v i sua l  evoked D o t en t i a l  in term s of
al pha p hase prob sbil i :v  at :he moment of ph o t t o  s tinu lat ion  also produced
resu l t s  con s i s te n t  ~ ioh the o h o s e — m o d u l a t i o n  hypot h e s i s .  According to the
phase-modula t ion  th eorm advanced b y the invest igators , t he ce r eb ra l  en codin g
of v i sua l  sensory i n p ut s  is based  on the p h a s e - d i f f e r e n c e  between the cor t ica l
alpha phase based u p o n  a u t on om o u s  s t i m u l a t i o n  by t h e th ema lic pacemaker and
the observed cor t i ca l  phase which may be shifted by the action of the sensory
(exogenous) input . According to this theory , the alpha ‘carrier ’ would have
to be activated in order for  demodulat ion of rnemonic play back to occur .  A
nonl inear  model of the hum an EEG signal was developed and tested.

Since practical success in achieving a biocybernetic ‘close coup ling’ of
man and machine depends upon an enlighted select ion of suitab ly e f f ic ient
modeling techniques , a review of recursive modeling methods was undertaken to
provide a systematic classification of an area characterized by rapid and
diverse developments .
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FOREWORD

The Stanford Biocybernetics Project was begun in 1972 with Professor

D. C. Lai and Professor T. Kai].ath as co-principal investi gators.

Dr. J. Anliker of the NASA/Ame s Research Center played an active role

as consultant in the p lanning of this project , made the facilities of

his laboratory available to the project , and hel ped to guide psycho-

physiological and experimental aspects of the project. Dr. H. Magnuski

se rved as Post -Doctoral  Research Fel low dur ing  1973-1974 , w h i l e  A . Hu e  ~~~,

K. Jac ker and L. S t r ickland p rovided programming a s s i s t a n c e .  Ivo P h . I ) .

theses by J. Nickolls and Arun Shah , both Graduate Student Research

Assistants , were completed under the project. After Professor Lai ’ s

return to Vermont in 1975, the major effort was contributed by Dr. Anlik er

and by Mr. R. V. Floyd who served as Scientific Programmer . Professor

Martin Morf made valuable contributions in the development of fast

algorithms .

T. Kailath

,
,
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ABSTRACT

The ARPA—sponsored Biocybernetics Project at Stanford

University has been concerned with the development of bio-

cybernetic methods for the enhancement of visual perception

of, and memory for, scenic materials. The essence of the

biocybernetic concept is that feedback and control schemes

implemented by appropriate machines can be used to enhance

or extend various aspects of human performance beyond the

unaided limits. In the present project the focus has been

upon enhancing human perception and memory--in particular ,

perception and memory of scenic stimuli. Since it is recog-

nized that some individuals tare decidedly better visualizers

than others and since it is thought that the ability to visu-

alize scenic materials would confer definite advantages ,

this project was conceived to explore the possibility that

biocybernetic methods might be employed to good effect in the

study of human visualization processes and to determine

whether such skills might be trainable through appropriate

feedback or extended by computerized prosthetic devices.

In this project we have concentrated on analyzing the

feedback and control possibilities inherent in eye-pointing

behavior and in the electroencephalographic alpha rhythm .

To this end we have succeeded in deve loping what is c u ir e n ~~1y

the most advanced eye—tracking system in e x i st e n cl , S l I d , i~ 

.-—-- - .~~~ - -. -
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collaboration with the Ames Research Center , we have also 
S

developed a state—of-the—art computerized system for track-

ing the EEG alpha rhythm. Both of these systems have the

capability of monitoring their biological targets on an on-

line, real time basis. In addition , they can control visual

stimulation so that its occurrence is conditional upon cur-

rent states in the biological targets. These systems are

described in some detail in the body of this report , its

appendices , and references. Work on this project has also

been reported in various publications , reports, and theses ,

two Ph.D. dissertations have been submitted to the Depart-

ment of Electrical Engineering , and a third Ph.D. disserta-

tion is being prepared by a student in the Neurosciences

Program.

Accurate real-time monitoring of human eye-pointing

constitutes a very considerable technical task. Our advanced

computerized eye—tracking system , known as PERSEUS , incor-

porates the 2-dimensional double—Purkinje-image eye-tracker

(DPIET) described by Cornsweet and Crane (1973) and updated

by Crane and Steele (unpublished report , Stanford Research

Institute) . The DPIET is a hardware system consisting of

an infrared light source , servo-controlled optics , and asso-

ciated electronic circuitry . This device tracks and com-

pares the positions of the f irst and fourth Purkinje images

formed by reflections of infrar ed light beamed at the sub-

ject’ s eye . Inasmuch as these two Purkinje images change

their separation when the eye rotates but move the same altI. un t

I I I

t._



- ~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- - —

Il

in the same direction when the eye translates , their amount

of separation provides a sensitive measure of eye-rotation

which is uncontaminated by the principal source of eye-tracking

error , viz., eye—translation. However , the DPIET has cer-

tain limitations which must be compensated fcr by the compu-

terized system. For instance , the DPIET knows nothing about

higher order phenomena such as fixations and saccades; these

must be discriminated as temporal patterns appearing in the

continuous output voltages representing horizontal and ver-

tical eye—positions . Nor does the DPIET have any provision

for creating and controlling the display of visual stimuli.

Finally, there are the idiosyncrasies of each subject’s eye

which can produce nonlinear distortions in the eye-tracker

estimates of eye-pointing coordinates. In PERSEUS the

analysis of f ixations and saccade s, the generation and con-

trol of scenic stimuli, and the linearization of each sub-

ject’s nonlinearities are all handled by a medium—sized disk-

oriented digital computer , the PDP—15/76. This highly ac-

curate (less than 4 minutes of arc error over a field 20

degrees in diameter) eye—tracking system has been used to

implement various biocybernetic schemes for controlling scenic

displays on the basis of eye—position . It is capable , for

example , of stabilizing a scenic stimulus upon the subject ’ s

retina without any attachments to the eye . While in this

mode it can blank any portion of the disp lay, e.g., pen-

phery, parafove a, or fovea. PERSEUS performs real-time 
S

analyses on sequential fixations and saccades , numbers scali-

pa th  fixations , and super imposes  t h i s  i n f o r ma t i o n  ( e n  . I f l

‘ V
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ancillary CRT display of the visual stimulus. The data col-

lected during experiments are stored and subjected to more

complex forms of off-line analysis. Of particular interest

are the visual contact probability plots; these 3-dimensional

surfaces are formed by weighting the area surrounding each S

fixation by an estimate of the local retinal acuity . For

quantitative purposes the contact probability surfaces are

sliced at equal amplitude intervals to produce a set of iso-

contours which are then superimposed upon the scenic stimu-

lus pattern. By comparing these iso—contours with a simi lar

analysis of the spatial frequencies in the stimulus it is

possible to obtain a measure of selective attention which

takes into account the eye ’s natural preference for high

frequency “hot spots.”

Our studies of the EEG alpha rhythm have been of two

kinds: (a) detailed off—line analyses of the individual

sample functions which are ordinarily subjected to time

averaging to produce the visual average evoked potential and

(b ) studies of phase—conditional photic stimulation. For

the evoked potential studies we have employed quadrature

analysis for the definition of EEG alpha phase , i.e., phase

wi th respect to a coherent alpha phase (not interhemispheric

phase differences). In one study we examined the role of

the contingent alpha phase , i.e., the phase of the alpha

rhy thm at the moment of photic stimulation. When we rc’-

classified the AEP sample functions i n t o  twenty differei.t

contingent phase ranges , averaged the sample functi oto withi n

V

~ 
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each phase range separately, and compared these contingent

averages, we found that the stimulus seemed to phase-shift

each of these averages in the latency range associated with

the prominent N l-P2-N2 complex in the AEP . This suggested

that the stimulus might be acting to phase-shift the cortical

alpha rhythm away from the phase anticipated in the autono-

mous or unstimulated alpha rhythm. This would produce a

cortical phase at variance with the thalamic pacemaker . To

check further into this possibility , we extracted the time-

varying phase function from e~.ch of the raw EEC sample func-

tions. This gave us the phase of the cortical alpha activity

in each sample function at 2-msec intervals following the

stimulus. From these phase data we constructed 3-dimensional

H phase probability surfaces (phase , latency , probability ) for

each of the phase-contingent subsets of the AEP data . Then

we extracted the modal phase function from each of these

contingent phase probabil i ty su r f aces .  T h i s  a n a l y s i s  showed

clearly that our previous conclusion based on phase cont in-

gent averaging was correct. That is , the photic stimulus

acts shif t the contingent ph ase s in the d irection of a “pre-

f erred ” phase at the latency corresponding to the prominent

N l — P 2 — N 2  complex in the AEP . These resul ts  are also consis-

tent with our phase uncertainty model of stimu]us encoding

in the visual cortex .

For our phase-conditional stimulation studies we de-

- vised a novel method for tracking and modeling the frequency

and phase of the cort ical  al pha r h y t h m .  In  this computerized

~~~~~~~~~~ ~~~~~~ ~~Lc 1T*fti



scheme, the alpha frequency is monitored continuously by

autocorrelating the EEG signal and interpreting this trans-

form . This computation is accomplished by a special purpose

computer (SAICOR 400—pt. correlator). A general purpose com-

puter does the interpretation into frequency and uses this

information to control the f requency  parameter  of a pro-

grammable oscillator. The output of the osc i l l a tor  (now

tuned to the alpha f r equency)  is fed in to  another  cor re lator

where it is cross correlated with the current EEG signal.

The output of this correlator is interpreted as phase dif-

ference between the two signals; this phase information is

used to null the phase difference by adjusting the phase

parameter of the programmable oscillator . Through this com-

plex procedure the output of the programmable oscillator is

made to model closely the frequency and phase properties of

the EEG alpha rhythm . From this point it is a relatively

simple matter for  the computer to make the p re sen ta t ion  of

a photic stimulus conditional upon a specified phase of the

alpha rhythm.

In a project such as this , closely-coupled systems

cannot be achieved without the aid of efficient estimation

and prediction of the brain ’s s tates  as revealed in such

outputs as eye-movements and EEC scalp p o t e n t i a l s .  2 \ l thou g h

the brain ’s activities are complex and time-varying, linear

systems modeling techniques can be used successfully to pre-

dict brain states. Model parameter estimates can bE up dat d

in time , yielding a useful time-varying linear model -

V i i  
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Nonstationarities in observed outputs can be modeled with

time—varying parameters, or with a time—invariant linear

model with suitable initial conditions. In the appendix

entitled “A Classification of Recursive Modeling Methods ”

we have presented a systematic classification of exact least-

squares modeling procedures that are recursive (ir. model-

order) and optimal in some sense. Methods which are sub-

optimal or approximate are only briefly indicated. S

Of the three types of procedures considered , e.g.,

Riccati or square—root methods , fast methods utilizing matrix

shift—invariance properties , and ladder-form methods , the

lat ter  two are most suited to problems r e q u i r i n g  e f f i c i e n c y.

In particular , the recursive (in time) versions lend them-

selves to on-line or real-time applications because the

input-output data are assessed sequentially one sample at a

time. Also , new parameter estimates are available at each

samp le time, which facilitates the solution of on-line

control problems .

The ladder-form methods also have the desirable prop-

erty that their s t ab i l i ty  can be checked mere ly  by inspec-

t ion of the re f lec t ion  c o e f f i c i e n t s .  In a d d i t i o n , they a re

numerically robust since the major operations zlre sample

cross correlations . They also have minima l storage reI~uire-

ments for least-squares modeling methods .  The s t r u c t u r e  of

the ladder—type realization suggests that the reflection co-

efficients may have physical significance in the I rc-ct~~s

being modeled .

Vt  I f



Finally , it may be noted that practical success in

achieving the desired close-coupling of man and machine will

depend upon an enlightened selection of suitably eff icient

modeling techniques. Our review of recursive modeling

methods is intended to provide a systematic classif ication

of an area characterized by rapid and diverse developments.

I X  
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INTRODUCTION

The purpose of the Stanford Biocybernetics Project was

to investigate the feasibility of developing and usinq

biocybernetic technology (a) to study visual picture percep-

tion and scenic memory and (b) to enhance human memory—-in

particular the quality , persistence , and retrievability of

visual images of environmenta l objects . Would it be possi-

ble, in other words, to use real-time computerized monitors

and feedback loops to arrange extraordinary coincidences of

eye—movement scanpaths , electroencephalographic states , and

visual stimulus configurations so as to favor the production

of unusua l ly  vivid , persis tent, and memorable v i s u a l  images

of the stimulus material? Although the common adult experi-

ence with post-stimulus visual images is one of rapid f a d i n g ,

there have been persistent reports that, in some individuals ,

vivid visual images persist much longer than is usual and

t ha t  they can , in these cases , somet imes  be reca l l ed  w i t h

remarkable accuracy and modified at will. Some investi c~~Ur s

have viewed these phenomena as evidence of neural pathe ’ ~‘qy

while others have tended to regard them as manifestations of

unique biological g i f t s.  We are  inc l ined  to ask whe the r

they may be regarded as indications that these indiv idut i s

simply utilize more successful strateuios for the im ~~r e s s io n ,

s torage , and r e t r i e v a l  of 5c ’n ic  (~ k s  er St e o s e d  t o  ~~~i l l )  in -

f o r m a t i o n  -

_____  ______  _ _ _ _ _ _ _ _ _ _ _ _ _  .. ._ _ _ _ _ _ _ _ _  - £ 114



Available evidence suggests that unusually strong

visual imagery is most frequently observed in children and

only rarely persists into adulthood ; furthermore , it appears

that the development and exercise of verbal skills coincides

with a reduced incidence of exceptional visual imagery of

the eidetic type. If it could be shown that the basic

capacity for visual memory is a common human property which

is given a low priority in a predominant ly  verbal  soc ie ty ,

it might be possible to devise suitable training procedures

for the strengthening and control of visual memory as a

voluntary option in educated adults . But if , on the other

hand , visually gifted individuals should prove to have

unique biological endowment, it seems reasonable to ask

whether computers can be made to function as prosthetic de-

vices which would compensate for inadequate or missing per-

ceptual or mnemonic mechanisms , on the one hand , or disable

or suppress normally—active imagery—inhibiting mechanisms ,

on the other hand , so that visua l imagery can be made to he

unusually vivid , persistent , and retrievable . Of course ,

since the uncontrolled perseveration of visual images is

more likely to be distracting rather than useful, the matter

o f vo litional con trol is of considerthle importance. Another

possibility that deserves consideration is that , with compu-

terized assistance , even relative strong visual imagery could

be further enhanced , thereby extend i ng the  l i m i t s  of h u m a n

performance. We can say with some certainty that one of the

principa l barriers to progress in the design of clnne1 y—coup1~~d

2



man—machine systems is our limited knowledge of human memory

mechanisms. It seems reasonable to assume tha t p roper ly  do-

- 
- signed closely-coupled man-machine systems can be used not

only for obtaining superior measurements of human percep-

tual and mnemonic capacities , but also the enhancement of

perceptual and mnemonic sk i l l s .

Our plan was to design and implement computerized

techniques for real—time monitoring and prediction of visual S

imagery—relevant brain activities through the use of eye-

movements and EEG signals as estimators of these central

activities. This predictive information was to be used to

control visual displays in a manner designed to enhance

visual mnemonic effects. In this report we shall describe

our successes and our fa ilures , our progress and our detours ,

and our revised views of the problems involved in achieving

a biocybernetic enhancement of visual perception and memory.

. .~~~~~~~~ - — - . - - .. -
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PER-3EUS: A STATE-OF-THE-ART EYE-COUPLED SCENE GENERATOR

Accurate real-time monitoring of human eye-pointing

constitutes a very considerable technical task . Our advanced

computerized eye—tracking system , known as PERSEUS , incor-

porates the 2—dimensional double-Purkinje-image eye-tracker

(DPIET) described by Cornsweet and Crane (1973) and updated

by Crane and Steele (unpublished report , Stanford Research

Institute). The DPIET is a hardware system consisting of

an infrared light source , servo-controlled optics , and asso-

ciated electronic circuitry . This device tracks and corn-

pares the positions of the first and fourth Purkinje images

formed by reflections of infrared li ght beamed at the sub-

ject ’s eye. Inasmuch as these two Purkinje images change

their separation when the eye rotates but move the same

amount in the same direction when the eye translates , their

amount of separation provides a sensitive measure of Eye-

rotation which is uncontaminated by the principal source ~f

S eye-tracking error , viz., eye-translation . However , the

DPIET has certain limitations which must be compensated f or

by the computerized system. For instance , the I)PIET kiown

nothing about higher order phenomena such as fixation s and

saccades; these must be discriminated as temporal [att (r ! s

appearing in the continuous output voltages representing

_ 
~~~~~~~~~~~~~~~~~~~~ ~~~~ ..
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horizontal and vertical eye-positions . Nor does the DPIET

have any provision for creating and controlling the display

of visual stimuli. Finally , there are the idiosyncrasies of

each subject ’s eye which can produce nonlinear distortions

in the eye—tracker estimates of eye-pointing coordinates.

In PERSEUS the analysis of fixations and saccades , the gen—

eration and control of scenic stimuli , and the linearization

of each subject ’s nonhinearities are all handled by a medium-

sized vlisk—oriented digital computer , the PDP-15/76. This

highly accurate (less than 4 minutes of arc error over a

field 20 degrees in diameter) eye-tracking system has been

used to implement various biocybernetic schemes for control-

ling scenic displays on the basis of eye-position . It is

capable , for example, of stabilizing a scenic s t imu lus  upon

the sub j ect’ s retina without any attachments to the eye.

While in this mode it can blank any portion of the disp lay , 
S

e.g., periphery , parafovea, or fovea. PEPSEUS performs real-

time analyses on sequential fixations and saccades , numbers

scanpath f ixations , and superimposes this information on an

ancillary CRT display of the visual stimulus. The data col-

lected during experiments are stored and subjected to more

complex forms of off—line analysis. Of particular interest

are the visual contact probability plots; these 3-dimensiona l

sur fa ces are formed by weighting the area surrounding each

fixation by an estimate of the local retinal acuity. For

quantitative purposes the contact probability surfaces ar.

sliced at equal amplitude intervals to prcduce a set c-f iso-

contours which are then superimposed upon the scenic stir ”ulus

——--- -- - . - - . . -- ---- ---- .
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pattern . By comparing these iso—contours with a similar

analysis of the spatial frequencies in the stimulus it is

possible to obtain a measure of selective attention which

takes into account the eye ’s natural preference for hi gh

frequency “hot spots.”

LIMITATIONS INHERENT IN HARDWARE INSTRUMENTS

Sooner or later , the user of a ready-made instrument

must come to terms with the capabilities and the limitations

inherent in his particular instrument. Efficient exploita-

tion of an instrument requires a good understanding of the

instrument ’s input requirements and its output l imitations.

It is the user ’s responsibility to do the work necessary for

the proper application ot the instrument. The maker of the

instrument is only responsible for the i n t r i n s i c  desi gn and

construction of the instrument ~~~ se. The instrument-maker

only agrees to do a limited amount of the user ’s work in

solving certain kinds of problems . Despite all of this ,

there is a tendency on the part of instrument-users to ex-

pect more help from the instrument-maker than the instrument-

maker does , in fact, provide . The instrument-user must take

up where the instrument-maker leaves off. lie must learn to

use the instrument properly and , when necessary , he must

undertake the task of compensating for the hardware lin it a -

tions.

The double—Purkinje-image eye-tracker used in thi n

project is no exception to the above-mentioned ruh . The 

. —  -. -— — —..-- — ---.- . ——. - - - —-- ---- -.— - - -—-. - —- -- . - .-. _ _
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The eye-tracker is designed to operate within certain limits.

The DPIET, for example , has a limited angular range over

which it can stay in tracking mode. Basically, this limi-

tation is set by the instrument ’s need to track the first

Purkinje image and to track the fourth Purkinje image in

relation to the first. Anything that interferes with these

requirements will cause the instrument either to lose track

and so report or to lose track but continue to report it-

self in tracking mode (i.e., to track a spurious image) .

It is the user ’s responsibility to arrange conditions which

will increase the probability that the instrument will stay

in the tracking mode and which will decrease the probability

of spurious “tracking” responses.

At the output end of the eye-tracker , the instrument

makes no provision for recognizing when the eye is “fixating ”

or “saccading.” Therefore , if this information is required

by the user , he will have to do the work necessary for ac-

complishing this further classification of the vertical and

horizontal eye-position data , And , if his need for this

information is constrained by t ime r e q u i r e m e n t s, he may have

to devise means of accomplishing this classification at hi gh

speed. Needless to say , as the performance re.~uirements ~re

increased , the difficulties proliferate.

In our biocybernet ic  p ro jec t , we set as our goa l the

achievement of eye-coupled control of scenic displays which

would permit a scenic tartet to be “stabi1i~~ed’ on a sub~ ect’s

r e t i na  i n  a s p e c i f i e d  l o c a t i o n  w h i l e  a l l o w i n g  t h e  subject a 
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certain amount of freedom in eye-movements. Furthermore ,

the scenic content must be contro l lab le  on the basis of con-

tingent eye—position . That is , without restraining eye-

movements (within certain limits) we wanted to be able to

modif y scenic content in a specif ied manner  on the basis  of S

current eye—position and , if possible , on the basis of

anticipated eye—position . Whereas a contact lens-mounted

mirror can achieve image stabilization , the information con-

cerning eye—position is not made available for controlling

the scene—generator on the basis of eye-position; that is,

since the mirror moves with the eye , the image reflected

off the mirror will also move with the eye and therefore

image-position on the retina will not be influenced by eye-

movements. Thus , by means of this physical attachment of

the image source (mirror) to the eye and the anatomica l

attachment of the retina to the eye globe , the image-retina

from moment to moment is virtually constant. This method

does not compensate for image—retina displacements ; instead ,

it eliminates their source by preventing the slippage from

occurring. This approach eliminates the need for tracking

and compensating (and for processing information essential

for successful tracking and compensation) but it requires

an attachmen t to the subject’s eye , on the one hand , and

leaves the experimenter with the large and unsolved task of

assessing eye-position . And without eye-position informa-

t ion it is not possible to cont ro l .  p o s i t i o n— c o n d i t i o na l

s t i m u l a t i o n. Since we were p r i m a r i l y  n c e r n ~oi w i t~ cy l i  T r ’  t i c

modeling of brain functions , arid since the v i ~ ;uu l  s y st e l i .  does- 

--- - - - - - -
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not solve i t s  t a r g e t — t r a c k i n g  problems by means of m e c h a n i c a l

coupling of the target to the eye globe , we decided to ap-

proach the problem of visual tracking in a manner roughly

analogous to that of the human visua l system . That is , since

we know that  the norma l human sub jec t  t r a c k s  a v i s u a l  t a r g e t

by detecting and measur ing  image  d i sp lacement  and b y m a k i n g

compensatory movements to move the target to a preferred

retinal location , we decided to play a similar game , namely,

to monitor changes in eye-position and to move the stimulus

in a manner calculated to control the placement of the opti-

cal image on the retina regardless of the subject ’s eye-

movements . If successful in this endeavor , we expected to

reap certain rewards in the form of having a unique capacity

to either assist the brain in its tracking efforts or to

hamper it. On the one hand , by assisting the brain ~~I i t s

tracking efforts we might be able to extend the performance

limits characteristic of the unaided visual system ; on the

other hand , by interfering in well-defined ways with the

subject’s tracking responses we might be able to discover

some of the brain ’s tracking strategies which are not trans-

parent to ordinary methods of experimental anal ysis.

A secondary aim , but one that is essential t o  c€ v c l c - p -

ing a sustained assault on the limits of biocybernetic con-

t ro l , was to devise a compu te r i zed  eye-movement  an a l ~~.’ i n q

and displ~~y — c o n t r ol l i n g  sys tem tha t would  a l l o w  c o n t ro l

c a p a b i l i t y  to be c o n t i n u a l ly expanded . By contrast , r y s t e r ~

which  ar e  i n h e r e n t l y  c a p a I - 1  e of d o i n g  on l y on e t h i  nq ~.t a 

- -~~~~~~--_ - . - ~~~~~~ ..-.
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t ime and which preclude the pos s i b i l i ty of s i m u l tan eous

processing and control of more t h an  one variable~ t h i s  me ans

that in order to mount an attack on one f r o n t  you must  r —

treat on another front. For example , if you had onl y the

2—dimens iona l  e y e — t r a c k e r  and the C o r n s w e e t— C r a ne  optometer ,

you have to decide whether you wish to measure eye-position

or visual accommodation because you could only use one in-

strument at a time (although the optometer has some capaci ty

for measuring eye-position , it is rudimentary as compared

with the eye—tracking capacity of the eye-tracker) . The

recently developed 3—dimensional eye—tr~ ckcr (Crane anci

Steele , unpublished report) overcomes this limi tation and

permits  the user to track horizontal and vertical eye-position

whi l e  s imul taneous ly  t r a c k i n g  accommodation . As we s h a l l

see , this increase in the capac i ty  of the i n s t r u m e n t , w h i l e

it removes cer ta in  exper imen ta l  l i m i t a t i o n s, poses many i ’ r~~l-

lems for the user who d e s i r e s  to  e x p l o i t  the  p o s s i b i l i t i e s

of the i n s t rumen t .

TIlE DOUBLE-PURX1NJE-IM AGE EYE-TRACKER ( D P I E T )

The two—dimensiona l e y e — t r a c k e r  developed at  the S t a r —

ford Research In s t i t u t e  (Cornsweet  and Crane , 19 7 3 ;  C r a n e

arid Steele , 1976) utilizes an advanced method of eye-tracking

which is based on servo-controlled tracking of two Purkinje

images , name ly , the first Purkinje image and the fourth

Purkinje irnaqe , whi ch move identica ll y du r i n i  tr ans lational

movements of the eye hut which nu ve d i f f ~~i i - n t  i a l l y d i i  i r-~

rotational movement.s of the ty * .

----..-—----.-.-— ------ — — - -—  — —-.—----- — .- - —--— -.— — .- .-- 
~~-. — - --.



~~~~IUUIUUIU!Ii~! ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~ W~~~~~~~~ 
- -

~
-

The vir tual  image resu l t ing  f rom light r e f l ec ted  at

the in te r face  between the air and from the cornea is known

as the first Purkinje image. The second Purkinje image ,

formed by li ght reflected at the interface between the rear

surface of the cornea and the aqueous humor of the anterior

-t chamber of the eye , is practically coincident with the first

Purkinje image . The third Purkinje image , a virtual image ,

is formed by light reflected at the interface between the

front surface of the lens and the aqueous humor ; this

image is much larger and more diffuse than the other images

and is formed , fortunately, in a plane which is remote from

the plane of the other Purkinje images. The fourth Purkinje

image is formed by light reflected at the interface between

the rear surface of the lens and the vitreous humor that

fills the posterior chamber of the eye globe . The rear sur-

face of the lens functions as a concave mirror; its reflected

light forms a real image of the light source .

The first and fourth Purkinje images are almost the

same size , and are formed in almost exactly the same plane .

Due to the fact that the change in the index of refraction

at the lens—vitreous interface is much smaller than that at

the air—cornea interface , the intensity of the fourth Purkinje

image is relatively weak , i.e., less than 1~ of the intensity

of the first Purkinje image.

During t r a n s l a t o r y  movement of t he  eye t he f i rst and

f o u r t h  P u r k i n j e  images move in t h e  samc- d i r e c t- i on and  t r a v el

the same distance (i.e., the distance between thir . dot s nct

II



in time , y ie ld ing  a useful time—vary ing lin ear model.
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change). However , when the eye rotates, the f i r s t  and

fourth Purkinje images move in opposite directions , causing

them to move either closer together or farther apart. The

distance separating the first and fourth Purkinje images

thus provides a basis for measuring the angular rotation

of the eye without the error contributed by translatory

movements of the eye.

The 2-dimensional double—Purkinje-image eye-tracker

provides two separate output voltages (continuous) whose

magnitudes are proportional to the horizontal and vertical

components of the distance separating the first and fourth

Purkinje images formed in the eye in response to the input

of an infrared light beam. This 2-dimensional DPIET pro-

vides continuous monitoring of the angular position of the

subject ’s eye with a hi gh level of accuracy and without the

need for mechanical contact with the eye. Since the eye-

tracker operates in the infrared , it does not i n t e r f e r e  wi th

normal vision.

The double—Purkinje-image eye-tracker (DPIET) is

limited in range by several factors. First , when the eye

rotates toward the infrared input axis (i.e., to the right) ,

the horizontal distance between the first and fourth Purkinje

images decreases. When light from either the first or third

Purkinje images invades the photocell which is supposed to

see only the fourth Purkinje image , it becomes impossible to

continue to track the fourth Purkinje image . Second , when

the eye rotates away from the infrared input ax i s , the

12
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horizontal distance between the first and fourth Purkin~ e

images increases. Tracking in this direction becomes impos-

sible when the iris cuts off the fourth Purkinje image.

Third , vertical rotation of the eye causes corresponding

vertical separation of the first and fourth Purkinje images;

tracking of vertical rotation ceases when the iris cuts o ff

the fourth Purkinje image . In brief , the range of the DPIET

is limited by the pupil boundary in rotational directions

away from the infrared input axis and by lights f rom the

first and third Purkinje images confusing the fourth Purkinje

image detector when they move too close to the fourth Pur-

kinje image as the eye rotates in the direction of the infra-

red input axis. From this it will be evident tha t pup il

size is an important limiter of tracking range; the larger

the pup il size , the greater the tracking range in all direc-

t ions except toward the input axis. Therefore , since re—

duced ambient light favors a larger pup i l l ar y  s i ze , it also

increases the t r a c k i n g  range  of the DPIET.

To m i n i m i z e  t r a c k i n g  loss d u r i n g  eye b l i n k s , t h e  g a i n

of each servo motor driver is sharp ly reduced during t -
~ch

blink . Blinks are detected by summin g the outputs fror t~ .e

four  q u a d r a n t s  of the f i r s t  P u r k i n jo  photode t ector . T t i s

sum , which is nomi n a l l y  i n d e p e nd en t  of eye d i r (-c t  I C f l , is

constant except during eye blinks ; durinn a blink this sm.

will inc rtase or decrease substant i d l y dep n c i i n c  upon t t o

amount of light reflected f r c r r  t he  oy~~]id . The hu nk (l(

tec~~ ion circuit indicates that d blink is ii ~- r o e r e n n  ( ou t r  ot

3
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voltage change ) when the  sum is outs ide  the a d j u s t a b l e  uppe:

and lower limit values. To minimize tracking loss durinc

eye blinks (that is , to prevent  the t r a c k i n g  servo motors

— from moving a r b i t r a r i ly)  the  gains  of the servo motors are

sharply reduced dur ing  each b l i n k .  If the p o s t - b l i n k  eye-

position does not differ greatly from the pre-blink eye-

position , the servo controls can quickly resume t r ack ing

their respective Purkinje images when the eyelid opens .

Our updated model of the DPIET (Crane and Steele , un-

published report) is designed to tolerate up to onto centi-

meter of variation in eye position in horizon tal , v e r t i c a l ,

and axial dimensions. The axial tolerance is achieved by

incorporating automatic focus ing . The h o r i z o n t a l - v e r t i c a l

tolerance is achieved by making  the inpu t  l i g h t  pa th  t r a c k

eye posi t ion a u t o m a t i c a l l y .

The f i r s t  and f o u r t h  P u r k i n j e  image t r a c k e r s  are  both

provided wi th  ou tpu t  s igna l s  i n d i c a t i n g  when they are Un-

locked ( i . e . ,  out of t r a c k i n g  mode) . These si g n a l s  ! r n v i d o

a convenient mear1s of assessing eye-trackirq records. ~~~-

have incorporated them in to  our s yst  en f o r  mapp ing the ~

able perimeter .

PERIMETER

In order to exploi t  the f u l l  r a nq o  of th e  e y o - t r t c k e t

it  is necessary to measure  the  l i m i t o  of ey e —t r a c k i i ~~ in

every direction . We have developed a r o u t i ne  f o r  aut - ni ti c

mapping  of t h e  t r a ck ah i e  !- n i m e t ( .’r .  T h i s  10 t i rS  , - i l  led



PERIMETER , a l lows  the exper imenter  to select uj- to 24 r a d i a l

lines arranged around a cen t r a l  f i e l d  p o in t .  Th e subjec t

is ins t ruc ted  to t r ack  the movement, of t he  CPT hcam ~is it

moves c e n t r i f u g a l ly at a c o n s t a n t  speed (s e l e c t a b l e  by ex-

perimenter) along one of the radial lines . The peripheral

t racking lirLlit is marked when the fourth Purkinje tracker

un locks .  Then the subject.  r e t u r n s  to th e  c e n t ra l  f i x a t i o n

point and the ta rge t  beam moves out a long ar e 4 he r (f th~

radial lines. And so forth. See Fig. la . WhE r all of  t h e

selected radi i  have been t racked to thc l i n t f t r a ck -

abi l i ty, the program then connectn t he  adj.~c r.t radial l imi~~

to form a t rackable  perimeter .  Each of the r a d i a l  l i m i t s

is measured to the neares t  t e n t h  of a r i L g r . e  a i d  t h i s  v c u

is displayed on the graphic  per imete r . ~~oo Fin . lb.

This method of mapp ing the t r a ck ab l e  p e r im e t e r  a l l c~ u-

the exper imenter  to a d j u s t  his s t i m u l u s  m a t e r i a l s  so t h a t

they f a l l  w i t h i n  the t r ackab l e  l i m i t s .  This  ~~~~~~ (in the

d i git a l  domain)  tha t  a p i c t u r e  can be offset v~ rtically and

horizontally (with respect to the central fixation point)

un t i l  i t  is centered in the t r a c kab l e  st -ic c- and that th .

scale of the p ic ture  can be in c re i ed so as to f i l l  t h e

trackable re t or reduced so i n  to fit inside th e tt ~~~-~.aL ie

area. Wi thout  accu r a t e  rr asu remen t s  of t h e  t r a c~~a~ jo ’

meter , the experimente r is in cl in ed to n a k e  l w  t v !- e n  of

e r ro r :  f i r s t , in order to keep  h i s  p ict u t i  ~~~lJ  i n s i d e  t h e

t r a c k i n g  ranq€ of the e v e— t r a c k e r , he pa ’ 1’ n ike h i s  p i t  ur~~s

sma~ b r  t h an  n o c e s a i r y,  a r I - > :  ss v e l v  ce~~t l y f o r t  ~ f 

—--- - - - - -— . . -- -~~ 
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FIGURE 1 a . Poriuie t l’y (13 Ia tibta i ned from subjec I J . N. The eye  —
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insurance against losing track of eye movements. Second ,

he may make his picture so large that parts of it lie ou t-

side the perimeter and eye movements directed at those k-a rt s

are untrackable. On the one hand , it is des i rab le  ti. make

the picture as large as possible in order to obtain a maxi-

mum angular separation between features; on the ether hand ,

such expansion runs the risk of making parts of the p icture

fall outside the range of trackability . It is a case of

the perennial trade—off between field size and resolution.

Both the human eye and the eye-tracking machine have limited

fields and limited resolving powers.

LINEARIZATION OF EYE-TRACKER ESTIMATES

We notices that the response of the eye-tracker t o

the eye—movements of a real eye was subject to nonline ar

distortions , i.e., the d i s to r t ions  were d i f f e r e n t  i n  d i f -

ferent parts of the trackable space. Mind  you , these non-

linearities are not large when compared with other ey e-trackinc

devices but they significantly limi t the func tional  r e so lv i na

power of the eye-tracker for an extended range of movements .

The actual human eye is , a f t e r  a l l , not the idea l ized  form

anticipated in the design of the hardware. t
~’hc d i stert i orin

observed are nonlinear in the sense that no single set of

vertical and horizontal gain and offse t adjustmentn v i i i

correct the errors in all par ts of trackabil e space. What is

required is local control of qains and offsets , i.e. , m dc-

pendent gain and offse t controls for each  Itar t ci t he t rack-

able space. Dy linearization of these nonlinear dist -r i c r a

17  
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we could expect to extend the spa tial resolving power o~

our eye-tracking system .

For the above—mentioned purpose we have i m pl er n e rt o d

an adaptive filtering scheme to obtain the required cor-

rec t ions .  In our procedure we ask the sub jec t  to f i x a t e

sequentially each calibration dot in a matrix of lb x 11

dots; each calibration dot is located two degrees away f r o m

its nearest vertical and horizonta l neighbors. Actually,

the computer first displays the entire matrix of calibra-

tion dots (in the memory mode of the CRT ) and then b r i g h tens

the pa r t i cu la r  dot that  the sub j ec t  is c u r r e n t l y  r e q u i r e d  to

fixate. When the subject is satisfied wi t h h i s  f i x a t i o n of

that  dot , he presses a button which causes the computer to

sample the X and Y outputs of the eye-tracker. Then the

computer immediately br ightens  the next  dot to  be fixated ,

and so fo r th .  It is assumed that the subject is a b l e  t n

properly fixate the calibration dot and that an adequa te

selected sample of the tracker output will t rc ~ .-e rly estin ’.a~

this  f i xa t i on , hut subject to the nonlinear distortions v

are now consider ing.  When the subj ect has comp leted ~

fixation of all of the calibration dots , the c’ rp titer i rno di-

a te ly disp lays the matrix of calib rati on dots rind s u p - r

the fixation points as estimated by the cyc—t ri cket . he

task of the corrective filter is to adjust th e  ey e - t r a c k l r

estimates so as to minimize the discrepa ncies be t ween th-

known fixation points ( i . e . ,  the calibration dots) ri ‘he

corresponding eye-tracker est m a t  is .

18
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The develop ing filters are graphically d i sp layed  ~ r

Figs. 2a and 2b. Figure la illustrates the status of the

filters prior to any adaption. The X-filter surface is lo-

cated in the lower left portion of these f i g u re s ; t he ‘i’-

f i l ter , in the lower right portion. The filter is rd -re-

sented by a matrix of 21 x 21 dots (twice tie density of

the  ca l ib ra t ion  clots) and is dep icted as ly ing in a hor i -

zonta l  plane. This plane represents zero correction ; dis-

placements above this p lane represent corrective additions;

displacements below this plane , corrective subtractions.

The upper left portions of Figs. 2a and 2b show the cali-

bratiori points (11 x 11), the eye—tracker estimates of fixa-

t ions , and ell ipses indicat ive  of the magnitude of the error .

In the upper ri ght portions of these figures  a re  d i s p l a yed

three useful statistics of error ; these are updated after

each adaptive iteration (an ailapt ive scan of all the data

samples). The uppermost statistic is the ir.axin .un’ error ex-

pressed as a percentage of the viewing ang le ( i n  this cast’

it is 20 degrees). The second statistic is the mean squ-ir-

er ro r  expressed as a pe r cen t age  of the  v i e w i n g  ar a j i e . T~.t;

th i rd  s t a t i s t i c  is s imi la r  to the  second m l  t .>’ 1 - r t - s s . - i it .

terms of CRT (scope) d isp lay u n i ts  ( H e r e  k i n c  ]. 0~~4 u n i t s

across the disp l a y )  . Fi gure 21 i h u r t  r a t e s  t h  ‘ n d t  t inn  f

t h e s e. d isp lays and statistics after the uiai I vt fi i t t  i n t

process has greatl y reduced t Ii non I ne .r rI- -i 1 nd t P t  -

filter sti r faces hive t~~prcx ima i t hei r a rc-i t t i c vi  uc
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These filters are somewhat analogous to optical lenses

designed to correct for astigmatic visual distortions. We

have observed that the filter characteristics obtained or

different days from the same subject are surprisincl y sin i—

lar . Stated otherwise , this means that the filters are

quasi—stationary or relatively invariant with cha riqes jr

time . Thus , r a t h e r  than  s t a r t i n g  the c a l i b r a t i o n  I . .roc ss

“from scratch” on each separate experimental occasion , it

is possible to install a previously—generated filter , ad-

just the offsets of its central point , and adapt f rom there .

In the terminology of control theory , th is  usage  of r e l e v an t

prior information is called a feedforward operation because

it allows the system to advance tc r the “ball park” of thE

optimal filter . Such exp l o i t a t i o n  of s ta tio nary  parame ter s

of a measurement system provides for greater convenience

and greater speed in the opera t ion of the sys tem . Tn some

cases exp loitation of these properties is e s s e n t i a l  to suc-

cessful tracking .

SEER: ROUTINES FOR THE CREATION, EDITING, STORAGE , AND

DISPLAY OF DIGITAL PICTURES

In order to ga in  the f u l l  a d v a n t a g e s  t h a t  de r i v e  fr i,p

having a real—time monitor of eye—direction it is d - c - i r s ~

to have access to computer-generated visua l t , t n c i t - t t a . : h  n

if the computer knows where t l i t -  eye i s  p c t i n t e d , i t  ca r  Trove

the target into some specified relation tI the eye . !It- i ’ l U I ~~

of the great speed of the compu te r , tb’ ~‘isuai effeot is



equivalent to phys i ca l l y  coup l ing  the opt ical  image to the

ret ina . Yet , unlike stabilized in ac’es produced by optical

systems physically attached to the eye , the di a i t al  i n a q e

is subject to highl y control led mani pulation . However , ‘Lv

generation and management of non-trivial digi tal  p ictu re - s

can be a rather complex matter .

Conversion from ana log scenes to digitai strin cs is

facilitated by the use of a GRAFPEN system which employs

an u l t r a sound -emi t t i ng  pen t i p and a d r a w i n g  s u r f a c e  inerdered

at the top and the left side by ul trasound sensor s t r i p s .

The GRAFPEN system outputs X and Y voltages which are pro-

portional to horizonta l and vertical positions of the graf-

pen . These voltages pass to the A/D l’on\- ertners of the hDF—l5

computer . Although it might seem that this irrangement would

solve the problem of conve r t ing  ana log  scenes in to  d ig i t a l

number strings , it proves to be awkward and inefficien t.

As our needs became apparent , we developed an i n c r ea s i n alv

elaborate set of routines for making and hzindlinc digital

pictures. We have used the acronym SEF R (~~t iIIford I-~ye Ex-

periment Routines) to designate the software dt :vv-loped f a r

this  purpose .

The work of making and using d i c i t i l  t - i c t u r t - s  ca n  be

div ided  conven ien t ly  in to  th ree  p a r t s .  F i r st , t L t - r t -  i s  t i n

work of the copy ist who has to  trace the I I l a lo q  p i cI UT 0 i ’ l r r l —

tours with the grafpen and cont tel I Pt -  cohr~-u t I i  ‘ s sa r~ I i  r ig ,

labelling , and st  ctn i n g  op er a t i o ns . ~~ ‘ ~~ i - i t d , t P I - l  t -  i s  t hi

t a sk  of assembling c o n t o u r  0, ’ l I t n , r I  S j I , t t ’  d “
~~ 10 ’ U t  I ’ , ” t~~~~ t t  ‘t T ’ t~

~
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I
it, naming it, and storing it as an entity. Third , there is

the task of assembling a sequence of pictures for an exper~ —

ment. The various SEER routines are designed to facilitate

this work. The transfer of these digital isictures from one

type of storage to another must also be provided that is ,

the digital points have to be transferred from core memory

to fixed—head disk , or from fixed-head disk to DECtape or

9-track digital tape , or from fixed-head disk to movable-

head disk , or in the reverse direction . The various SEER

routines are designed to make these transfers relatively

easy .

In most of these activities it i s  desirable that the

experimenter be able to see wha t  he is work ing  with . There-

fo re , we have provided extensive display capabilities.

Now , to consider the work of the copy is t: the scenic

material to be copied is rear-projected onto the ground glass

sur face  of the graf pen drawing  a rea .  The copy is t  must  then

use his eyes to guide his hand as it traces a selected con-

tour with the tip of the grafpen. Since this form of copy-

ing is tedious’ at best , it is convenient to arranc:e t i e  sys-

tem so that he has flexible command of the ctomitut .er . The

copy ist ’s dialogue with the computer is carried ou t  t h t n u c h

the use of the g r afp e n .  A computer command “ r enu ” is pro-

vided in the lower right—hand corner of the crnf ç-en d r -~~ i no

s u r f a c e .  By touching the graf pen to the various ait-n i tinatt-d

areas , the cop y i s t  can reques t  t h a t  the cohVpli ’ en  a iv - h i t’  an

element number; the computer ’s selected n u r t l t t - r  is thi n displayed

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 1~~~ J -
~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~ ~~~~~~~~~~~~~~~~~~
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by the computer on a display CRT located near the drawi r-g

surface. In the MENU—mode the copyist can draw , erase ,

label, and store up to 1000 picture segments at a t i r r a .

We shall not elaborate on the available menu command s

other than to mention that in addition to the more obvious

computer commands we have provided some “geometrical assis-

tance” commands which allow the copyist to enlist computer

assistance in drawing straight lines , circles , arcs , and

rectangles. Also , to economize on digital storage and to

obtain an approximately constant  dens i ty  of sample  points

from a picture contour , there is a spatial sampling routine

which stores a new data—point only if it is located some

specified distance away from the previously-stored data-

point.

Equalizing the sample—density of the picture contours

not only economizes on storage but it lays the foundation

for meaningful manipulation of contour density. Thus , for

examp le , it is possible to get reasonably good tracinos by

displaying every other point , or some suitable fixed ratic-

of poin ts .  Or , if you wish to gene ra t e  a moving  t a r g e t

point for the eye to follow , a fixed rate of display of the

points will appear to speec up in approachino curves and

corners and will appear to slow down in the strai ght sec-

tions. By increasing the sample density in curves and

corners it is possible to equalize the apparent speed of

the moving light beam on the display CET . Since we could

not arrive at any generally satisfactory formula that wc-uld 

I-j -- ‘ -~~-~~~~~~~~;,~~iiJj flf~~~~~~~~~~~~~~~
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produce subjective equality of trace—speed , we hit  upon an

emp irical solution whereby the editor is permitted to select

any particular segment by marking two limiting points on t h e

contour; then he can draw with the graf pen whatever functic- r.

seems reasonable and the density—adjusting routine will in—

crease or decrease the sample density along that segment in

accordance with the selected func tion . Then the editor cbn

request that the segment he traced on the CRT using the ad-

justed density . If he is dissatisfied with the result , he

can modi fy  the densi ty  f u n c t i o n  and see if that produces a

better subjective effect; if he is satisfied with the re-

sult, he can move on to the next segment. Finally , we sh-:-uld

mention that the equal-density contour drawings provide the

basis for generating the spatial density matrices for thesi-

pictures (to be described later).

Having collected a set of picture segments , the copy ist

can then proceed with the task of assembling “pictures ” fron-

picture—segments. He can edit his picture in many ways .

For instance , he can magnif y it or rn i n i f v  i t , he can off st~t

it on ho r i zon ta l  and ve r t i ca l  axes , and he can  r o t a t e  i t  (yaw ,

p i tch , roll). Then he can give this edi ted version of tl~

picture a label before sroring i t in one of several conv en lint

places.

Finally, he can assemble a set of “ p i c t u r e s” ifl~~u an

experimental sequence, specif y inc variou s disp lay pa ramctt-1 s

for the exper i ment. With tht’se trsni p ui1ttive ci~- a l - i l i t i e s

it is possib~e t o  utili ze d icr i t1ll pictures much the ~~~l\’

- , f f l~~ - -
~~~~~ 
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one would use a set of p ho tographic  s l ides and a p r o - e ct o r .

However , being in the digital domain , the digital picture

can be manipu la ted  by the computer in some e x t r a o r d i n a r y

ways. On the negative side , there is the r e s t r i c t i o n  (ii i

our set—up , at least) to monochromatic contour-pictures c-n

“cartoons.”

As a f u t u r e  develol-rIIar , wi ’ f t  r e see -  the coordination

of visually—rich color T.V. -type of display with the sche-

matic contour—pictures , allowing photographs to be overlaid

by corresponding schematics on a frame-by—frame basis.

FIXATION-CONDITIONAL STIMULUS PRESENTA TION

In many experiments , the subject is asked to fixate a

centrally located target as a pre—condition for the exposure

of the stimulus pattern . From the point of view of experi-

mental design , fixation of the central point is a stimulus

parameter in the sense that the specified fixation arranges

for consistent retinal placement of the stimulus patter n .

Yet it is seldom that any precautions are take- n to monitor

or control this parameter other than to instruct the subject

to fixate and expect his cooperation . A iner t ’ - r io  rou s ap-

proach would be to a r r a n g e  f o r  ‘ i e ct r n i c  n - o n i t o ri n o  of cy t - -

pointing and for electronic circui try for ntahi n ~ s t i m u l u s

‘aresentatinn conditional upon fixat ing within pre scribe d

spatial boundaries for some ¶ rescri~ od peri, -d of t i m e . T h i s

arrangE’imenv has the advantage t h a t hi St Intl I us exr osuni cc - -
‘

be extended as long as the subj t- i t k t ’ r t ; s  h iS ‘Vt ’ w thiS
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prescribed spatial boundaries; the alternative , of course ,

is to employ tachistoscopic exposures which are sufficiunti’ :

brief as to preclude significant reactive eye-movements . 1.

computerized fixation—conditional stimulus controller is

i l lus t ra ted  in Fi gs. 3 and 4. This is actually the simplest

use of a more general  system of v i s u a l s c a n p at h  a n a l y s i s

which is described below.

REAL-TIME SCANPATH ANALYSIS

Automatic methods for the off-line analysis of scan—

paths are described in Shah ( 19 7 7 ) .  ~e shall now describe

a real—time method for the analysis of scanpaths. it is evi-

dent that  an e f fec t ive  r ea l - t ime  scanp a th  a n a l y z e r  is an

essential development in the process of implement ing cy be r-

netic models for the prediction and control of ongoir~a eye-

point ing behavior.

This  computer program was first ir r p l e r r i i -n t e d  i t  Ao t , s

Research Center on an S E L — 8 4 0  computer  wi ’ oh has an Pvar,S

and Suther land disp lay system . Two large CPTs are uti liz eci~

( 1) a monitor scope on which are disp layed th e v a r i o us

analyses that are of interest to the experimenter , arid (1 )

a s t imulus display CRT which is viewed by the exper ir’ -nt~ 1

su b j e c t .  Dur ing  the past  year  we have developed an equi-

valent real—time scanpath program for our 1 DF— 15/7 t at Start —

ford .

The subject is seat-ed in front -t t h e  s t  i r r u l u s  C1-: T ,

his head stabilized by i b i t  el , i r , w i t h  t h e  d i s t , i r i ”  i . - ’ w - ~ - r

the eye and th t -  CRT s u r f a c e  a d j u s t - I  so tha t UI inc~ ’ s

t x
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either the vertical or horizontal dimens ion  on the scope

corresponds to 200 of visual angle. His rig ht eye is moni-

tored by a 2-dimensional eye-tracker which provides out~~u~

voltages proportional to horizontal and vertical eye--

direction.

Following completion of suitable calibration proce-

dures , the subject is presented with a cartoon-type stimu-

lus (out of digital storage) on his disp lay scope and in-

structed to examine it freely for a specified number of

seconds or for a specified number of f i x a t i o n s, a f t e r  w h i c h

the cartoon disappears and the central fixation spot is

restored . While the subject is examining the c a r t o on , the

X and Y voltages from the eye m o n i t o r  are entered sta Y. and

Y voltage d i s t r i bu t ions  located be low a r d  to the it  f t , res-

pect ively, of the f i x a t i o n  c i r c l e  (see F in .  3 ) .  The t - t t r ~~t-s

in these d i st r i b u t i o n s  are c u m u l a te d  in  a cc o rd a ni ~-o w i t h  a

s l id ing  t ime—window (t he  w i d t h  of the w i r - t P i w  ~~v m a  s~’ e - i —

f i ed  in mi l l i seconds by the  - xo e r  i mon t or) . The p e a k  of €- i c t

d i s t r i b u t i o n  (X and Y) is treated as t h e  best  -st i m a t e

the eye—poin t ing  d u r i ng  the t ime  c o n s t a n t  c h a r a c t t - n i z i r i a

the width of the s l id ing  window . This  X , V location is p ado

by the center of a circle (solid line) the radius c - f  w h i c h

is co n t ro l l ab le  by the exp er  i n t - r i t - r .  We s o P - C t i rv e s  r i - f i i

t h i s  c ir cle as a “ f i x a t i o n  C’ r o l e ” c i t  as a ‘ t a t  M e t  c i rc  I .

d epend ing  upon the  e xp e r i m e n t a l  use hc i rig pr ide  of i t  . i f  Vt

set m i n i m u m  amp i i tude  cr 1 te r  i a for t l .~ cI s t  i i  i t t  it -n ~~- -

wi have a bas is ‘~~ - r  iron it - -r no t itt- “ 5’,S( 1 t i n t - ” 01 “ a i a I

- -

~
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invariance ” as a function of time , thi s is a reasonably

effective way of defining the beginning c-f each fixation.

The method for defining the end of a fixation is described

in the next paragraph.

& A second circle , sha r ing  the same c ent e r  as the tar-

get circle , has an independently variable radius which is

equal to or greater than that of the target circle . This

circle , which appears on the monitor scope as a dotted line

(see Fig. 3), is used to set a spatial v a r i a n cE  l i m i t  a r o u n d

the target circle . When the instantaneous eye-position ex-

ceeds the perimeter of the variance circle , it is assumed

that the eye is making a saccadic movement , or at least , that

it is moving sufficiently far away that the information :

accumulated in the distributions is i r r e l e v a n t, so t he  d i s-

t r ibu t ions  are r e — s e t  to zero and t h e  e x i s t i n g  tarcot d ro l l

vanishes. When a new fixation is detc’cted , a new t a r o et

circle and a new variance circle will appear . And so f i n r~~t .

Another important feature of this pri-clrair is the arrant ’;---

ment whereby if the i n s t a n t a n e o u s  i - y e  p o s i t i o n  (t~~~- sn- al)

square inside the target circle ir  F i .q .  3) r r i a i n s  i n s i d e

the target circle for a specified ru ’iber of r n i l l i r - -eoonds

(determined by the experimenter), a v o l t i q t ’  cn ! ,’ n t l - a r s  on

appropriate ana log output line and the word ON is dist- la” d

on the monitor scope until the instantaneous ev.- posit i t

travels outside the target circler when the outi-ut v o l t , , ’i-

goes to ground the word OFF r i - p l ac es  } : ,  word  ON (s ee  F i g .

4).
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This ON/OFF feature provides the basis fc-r tf c- fixation—

conditional visual stimulation described earlier. ThE’ real-

time scanpath program provides for the collc’ctiorc of up to

100 fixation—locations before it must pause momentarily t o

transfer these data to another storact i’ area. In the Sc-tO -

path display, a cross appears at each fixation-location and

each cross is numbered in accordance  w i th  i ts  crdiral re s i—

tion in the scanpath .

Figure 5a and Fig. 5b contain a cartoon of a pa in t -

ing which  depicts  Jud i t h  w i t h  the head of F l o l o f e r n e s .  Ir

Fig. 5a the current location of the point-of-r it jar c l is marked

by the small circle at the tip of 1-lolofernes ’ nose . T h i s

eye—position is indicated by the X-probability and Y-pro i- cd i i i ’ ”

dist ri but i ons loca ted below and to the lef t , r e spec t ive ly .

When these probability distributions reach some select ak

amplitude , the computer recognizes that locatic-n as a I ixa-

t- i on and deposits a small  cross in the di.sp] tv to  m a r  C: that

spot. Of course , i n f o r m a t i o n  c o n c e r n in o  the l o c a t i o n , dura-

t ion , and scanpa th numbe r is sto r ed f o r  flu~,~5t’ 1 ,a-1: t j r — a.
We have emp loyed a number of d i f f e r e n t  t e c h n i o u t - , - -

the a nal ys is  of sca n p a t h  da ta . One of ~~i it- current di - vi It -

ments is i l lus t ra ted  in F igs .  6a and ( - i t . A lt h o u o h  t i - . -, ; t : - i ,  1

e n d p o i n t  of f i x a t i o n — d e t e c t i o n s  is reacht- d wls’i fixat -

locations ~n r e  superimposed on the scenic tarct et , ;t ii; ;-esst-

ble to consider more comp lex tr ansf r -r ra; . In t his  i~~
-
~ r -  a t ,

we have tried - give rec’oqn it - i t  i ’ t o  f a c t  P . -  5l ’-~~’t - n, ‘ —

m a t i o n i s p rocessed t h r o u oh e v e r y  i - a r t  of  t a -  t e t  i n n , a ~‘iS~

IIh..A - - - - - - -  ‘ - -  _ _- ,,. _~~~~~ _ _- _ , r n~~~~~~~~~ _ _ _
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th r ough the foveal portion . In this case ~~~~~
- haVC- nade a

weighted en t ry  in to  every portion o~ the pi ctnt ’u - s t i a c e - - sur-

rounding the fixation point , based upon some acuity estimate.

The exact form of the acuity weightinq is ir’r’,j~ u - ria l for th y

current exercise ; the pr ogram permi ts the e r t r y  of any  speci-

fied set of weights. Wha t th i s  fo rm of d i sp lay helps to

formulate is some concept which we might call ‘ visual con—

tact probability .” Figure 6b illustrates a samp le- a ‘ chahility

matrix (simulated 3-dimensional plot) . Fitaure 6a shows

(enlarged) the equal amplitude transform (cir “ geophysical

map ”) of the data in Fig. 6b. Figure 7 illustrates such ar

equal ampli tude t r a n s f o r m  of the con tac t  p r o b a b i l i t y  m a t r i x

for  a set of fixation obtained from a subject who was aivE’r.

an opportunity to examine this scene. The equal amplitude

contours are projected onto the cartoon (Judith with the

head of Holofernes). /Note: the lower right set of contours--

o f f  the picture——resulted from the fact that the subject l e f t

the bitebar before samp ling was terminated ; t h a t  “fixation ”

is the de fau l t  locat ion of the t r a c k i n g  sys t em i n  the a h s en c- u,-

of a trackable eye./ A dynamic version of this contact

probability display provides a view of the contact i-r - i - ri } , i li t y

fo r  a r e l a t ive ly narrow sliding window (of time) lu t this

display is more sui ted to motion picture representation.

MODELING SACCADIC EYE-MOVEr4FNT~

A number of models h,-tve hi - en proposed in  the  l it  t a -

ture for the saccadic control~~s~’s~ c’~~. Whi it - t ~, t- r , is a

tx —



not arrive at any generally satisfactor’)-’ fr-p ool -i t h ,it w o u l d
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general agreemen t regarding the var ious charac ter i s ti c s

-discussed above , there is no single model which exp lai ns

them all.

A na tura l  d iv is ion of the sys tem is to have a c o n t r o l l e r

driving a pla nt . The controller is the brain with the target

signal as inpu t. The nerve signals prod uced by this contrcile r

drive the plant which is composed of the eye muscle assembly.

Models have been. proposed for both parts. Westheimer (1959)

suggested a second-order linear model for the plant. WI-en

such a system is driven by a step input , a saccade-lihe tra-

jectory results. In We stheimer ’ s model , the p lan t is under-

damped . The model parameters have no physic-lctcical sLcri~~i-

cance . Yarbus (1967) suggested that the saccadic velocity

curve is sinusoidal. This , however , is an over-sim plificati at; .

Based on the 200 ms reaction time to a pu lse tar get novi truant ,

Young and Stark (1962) proposed a sampled data control systen-

which sample s the error  and the n execu tes a cc -r r ec ’tino move-

ment 200 ms later. The target movement in this Ir: t i ’ t v ~~l

doe-V not cause this  i n i t i a l  r e sponse  to c h a i r - r u - .

The sampled data model was presented lay Younu-i and

Stark (1962) and analyzed in detail by Young (l9’2) . I t is

an elegant application of classical ~‘(-r- t ~~i I Pt  cry to i- ho

study of a phys io log ica l  sys tem.  t’or t h e  p l atnt , ‘I- is n: d l

u sed Wes theimer ’s (1959) underdampt,’d second-c’t’di’r a s ’ ’

The model is adequate for simi -le saccadic r -I ‘ na e5 I- u t - ‘i  - -

r i O t  p red ic t  the  cor rec t  an swer  t t ’  a i — u lt -~ -—s ~ e~ 
* aro- - ’

con troller  has to be more comp lex t -  r- dun i i i i  v i i  i i ’ ’ - f

A
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responses observed for  d i f f e r e n t  i n p u t s .  A c t u a l l y , as

Robinson (1973)  pointed out , the p l a n t  is overdarnped and

needs a pulse superimposed on a step (a p u l s e — s t e p )  as

inp ut to produce the observed saccadic tra jc-a -aary . Polain-

son found evidence tha t the force app lied to the extr acacuia r

muscles during a saccade is actually a pulse—step. ha,’ used

data gained th rough external loading on the eyeball as well

as through experiments under normal conditions to determine

the parameters of the secc-nd-order plant model. Robinson

(1973)  has suggested a ser ies  of models a l l  u s i n g  the same

p l a n t  but with controllers of increasing complexity .

Some of the shortcomings of Robinson ’ s mcudels have

been pointed out by Cook and Stark (1967). To understand

these , we must refer to sc-me neurophys iolog ical concep t ions

of the saccadic system. Ve ry b r i e f l y , the signals fri-n . the

retina reach area 17 of the occi pital lobe vi a th e  o J t i C

nerve and the la teral g e ni c u l a te body. The error sinnal is

probably formed in area s 18 and 19 and processed to fo r m t he

saccadic motors command s i gnal in the frontal c-ye fields

(Fuchs , 1971) . This command si gnal ultimately reat”h -a t h e

oculomotor nuclei. The force app lied to the  eyeba l l  is  a

result of the firing of the oculomotor nuclei and t h u  actic,’r.

of the extraocular nuscles. Pc-binson pointed cut that t i e

firing pattern of these nuclei f o l l uaws a t i t a l s e — s t e p ,  w i t h  a

high firing rate during the saccade whic.’h sitt le s dc-wr’ i- c

a steady value after the sa(’i’,I(I t - . To rodu ro I his pul :;’ - a t ~

he proposed that the error i qnn I l t~i yes a r ’ti I t ;  a - l u ’ f l i ’  P - ’I



w h i c h  produce.s a pulse , the a rea  under  which  equa l s  ~~he ‘d c-

sired saccade amp l i t ude. This  pu lse  is fed to a r~et w r k

consisting of a neural integrator in parallel with, -at f~~cd-

fo rward  pa th  ( the  media l  long i t u d i n a l  f a s ci c u l u s ) .  The

output  of t h i s  ne twork  r e p r e s e n t s  t t € ’  f i r i n g  r a t e  of  t I ,e

oculomotor neurons .  I t  then  d r ives  the  s econd-o rder  ovu r—

damped plant (i.e,, the extraocular muscles and attach ed

eyeba l l )  to produce the saccadic eye-r- c-vt ’n-er .t.

There is cons ide rab le  p hy s i o l o g i c a l  e v i d u nce i n d i c at r , a

the presence of a n e u ra l  i n t e o r a t u - r .  R o b i n s on  ( 1 9 7 2 )  h as

combined the v e s t i b ulo - o c u l a r  s y s t e m , t h e  smooth ~ ut ’ s u i t :

system , the saccadic  s y st u ’n , a n d  t h u  v e r qt n c c  sys~~en- i n t o  a

sira-;le model sha r ing  a n e u ra l  i i t e - ; r a ~~- r and a t i e d - f o r w a r d

p a t h .  Also as po in ted  out above , I - l ie -  l ar t  t , - a r am ~’ t i - r s  u a - ’ d

in his model were der ived Ir on p h y s i o l o g i c a l  e > : i ’ u - r 1 n 1 u l :~~~s .

Thus , it  is c lear  t h a t  R o b i n s o n ’ s model  t r :d  i ts  I a n I I ” - ’ - r s

have considerable phys io logical  si gn i f i c a n c e , w h i c h  is

essential in a model that purports to e x p ]a in  a b i o l oc ri c a l

system .

Robinson ’s model does have some l im it a t ion s , ht - - w ” .’ i-r .

The eyeball  is c o n t r o l l e d  1” ;’ 3 p t a i r s  of - x l  r a c - i ’ u .lr r ’ t t ; u i ’ l t:- a

used for rotation tl, i u t  t he  X , Y , and Z ix~~- t ;  r ’ a I a - ; - t  i v e l v .

For example , d u r i n g  -a hi ’~r t z on t  t i  nac’cad - , y - i ’ ; c -  muse) u- (tha

a g o n i s t )  s h o r t e ns  i n  r u ’ : a p i - r s t ’  I i  ( i n  in (’r i- .Is’- in n *’ aral

a c t i v i t y  w h e re as  the utla-r mut- r- ’1~ - ~ I, al I t i - r e n t s ’ ‘ -  ‘‘ha ns

in u ’s p on s~ ’ t o  c ( - — l ’ e s p o n d ~ n it  d t ’ c n t - , i t t t  i t ;  - ‘ - u i , ’u l a r~ i’: i ’  V

Cook and i~t a r k  ( 19 ’ - 7 )  I l i V i ’ flO~~fl i  t - t l  tau t  * % ‘ : I t l  I n St - f l

I I

- ~~~~~~~~~~~~~~~~~~~~~ ‘ ~~~~~ 4



not describe what portion of the driving force is at,tribu~~*

to the agonist and what portion to the antagonist. The

model is incomp lete in that sense. They also reti— rt u ’d th a t

the velocity curves of Robinson ’s mod e l do r o t  ala rc -o - ‘,~‘ j l i ,

experimental data.

By cons ider ing  muscle  dynamics  and the d i f f -r - i’ t f e r c ’u - a

applied to the agonis t  and the an tayonis t muscles , Cook an d

Stark (1967) proposed a nonlinear model for the plant. The

model parameters were determined from physiolo-cical exTani-

rnents. They also published comparisons between ( a )  nodal—

s imula ted  e y e — p o s i t i o n  and ve loc i ty  c u r v u - r  a n d  (h )  ox I i r

men tal da ta (Cook and S ta rk , 1968). Clark and P~ ark ( l h 7 5 1

reported that thi,s model produces t i r n i - - i a ,-- t i n ’i i  r~~~5 ’ti ; : s * - a t .

In  its f u l l  fo rm , the model t r o t - n a t  a I-- : t ’ i i i ’ k a nd P t  i i ’

is a s i x t h —or d e r  n o n l i n e a r  syst - u ’r and  is qu i ’  - c’ i n - i it Xt

it  is c lear  t h a t  the saccadic svs te r ’  C : , t ’a he f - - .liy i t  - -

ser1ted by any simp le mode). The Sal - - n a t  i on  i t t :  a cr’ r

and a p lant  is i tse l f  a s i m p l i f i c i ~ j o t  ‘.‘ 
t ti ch m ’i’p i’a - ’ 1 a. ) i ’~

co r rec t .  For f u l l  u nd e rs t  a.nd t r i - I  çtf Ia - 5aCc~~-l j u ” 5\ • r- , - *

is necessary t,o use more - m d  i t - - i i -  i r , t’ r ~ 
- 

~
• , -- , I t  ‘ -

wi,) I continue to lie develu it-ad , I S  n - u - r i ‘ - , ‘ - -r ’ . - - - , -

I’ Pt’ systr’r; . Tn  ( I t ’ I I t ’ i  al  , la te c- ‘rI ‘ -x ’ : , . : . ‘ -

i c : n d5 on it’s ‘tpp lic.’it ion. Our i ’ ’ at * ‘ - ‘ i

l i t  t let i rig sare - , i dj c  ‘yt  - r- - -  ‘‘ i t - ’ i t  * S ‘ ~ , * 
- _ *

the input i”ut t a t  i~~l t , l l  ii ” t is’ I C t ;  ( * * ‘ - ‘
~ r ’  - - -

i n t i ’ n i - ;;l 1, 0 US t h a n  ~~~~~~~ ~ - > - I C ’ r r’~ 
* 
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and prediction . Because Robinson ’ s model is founded  or

considerable neurophysiolog ical evidence and bc-cause o f  its

relative simplicity , we have used it as a startinq point

for our model development. We have imprcvi -d U I  Cr ; h is  rta d l

so that we obtain better fit of the model responses with

experimental data. Our model parameters are ‘ atin :atcd by

curv e f it t i n g  techniques. As a r e s u l t , Wc- have de’,’olor-uad

a model tha t , ~ l thoug h it may not be com~.letel y sound

phys io log ica l ly ,  does in f a c t  reproduc e i - P t - input-output

behavior of th e saccadic system with sufficient accuracy

be adequate for the purpose C f  m o n i ti :’ r in g  a r t - i  r e d i c t i- , - t , .

Let us look -at some of the shortcomip~~s of Robi n son ’ s

model and discuss our modification ti -r remed’,-i r’ ai l I t - s it u~

ation. Firstly ,  it is quite clear that the saccadic s’:stu - r-

is a nonl inear  system , as descr ibed before ; ‘~‘ c t  tet. p p ’ us :t , -

a linear model. This use is justified par t ly l v  t };t  f t

tha t  the control ler , which eenerat- -s the i m u t  ta t h a  u la r l

in response to the visual stimulus , is n - - t i m e - i t , - ti1d pa rt )’)

by the need for computational sinti .-l i c i t’ .’ . Tt te n - i - r r t i u ii * - ta t

the visual stimulus affects hot 1: t ha he i q h i  ~ id w t - i t h  o~
the pulse i n I tu  t to the  p lan t so t hat evt.’n tht - m r  h I he n o d ’  I

itsi -lf is line ar , veloc ity satur t ion and duai  - i  l i - i ;  i i f

saccade duration on amp l i t u d e  - i t t  observed . W it h i n  i-h~-

p l u t i t  iI .s i - - I f , the  n o n l i n e a r  n iu scia  d y n a m i c s  h ay ’-  I - a - i  u t  x i —

mat ed by a l i n e a r  sys tem .

Cook and St i r k (l~~e7) put ru - -1 oul ha u l I - u ’  ~‘u ’loc i *

- ‘urves p r o i i u c ,’i’i ~l by R o b i n s o n ’ s ti- icic-) d i d  : - i  m,i t - ‘1; t x :  t u i n ’  r’ , ’ i i  l v —

c m j s t ’n v e c l v’’lc’ic it y cut Vt  S .  In add it ion , I ~; t -  n: d l  is m i  * i~ t l  1’.’

IIIiii~ __—___,_.,*__,_ _._____, ,‘‘ - - — —~~~ - - - — — - ‘ - — — — - — - - — - — -- - —— —- - - - ______ - ‘ —‘—- k ,. ,.



- -

presented does not produce overshoots or undershot-~ts in ~~~~~.a

saccade. Robinson (1973) suggested a slimth t change I-c or,t

of the time constants to produce the desir€-d rE- aunt s ’ . Pt

ever , we found  tha t  such a modification still does ne t  m c I - c l ,

the observed overshoots. This is a serious defect , particu-

larly since we are interested in the input-output cha r ; c ’ t c r -

istics and not the physiology per Se. We have made an in t er-

tant modification to Robinson ’s model by chang ing the fan- ;

of the input to the plant. Interestingly €‘nough , th i s  is

the form of the input that would result from Ccc i, and f t u r ’ ’ s

model if we ignored the differences between the -iqon~~st ar,d

the antagonis t  muscles and s imp ly added ( a l g e b r a i c a l l y )  the

forces on the two. This change enables us to accurateii -° f i t

the model generated position and veloc i ty responses t o  i - i . ’

experimentally—observed ones for differ ent types of saccn t ciea .

This improves upon Robinson ’s model by rer’iovinr its mair

distraction.

U n t i l  now , most models of I-lie saccadic system have

attempted to explain only the  gross h e h u v i m r it t  i - I t -  a v s t *m a .

E s s e n t i a l ly ,  tha t  means  a s t udy  of the  s t a t ic i-t im - t v 1 r c it

the system , w i t h  the p r i m a r y  emt ha~~i s P u - i n c u  u - r ;  t e l - - f  h u r t -

no t  a saccade w i l l  be produced in y - S i : o r , F p  I - n  a s r - i - cj  ~ ir

s t imu lus .  The de t a i l ed  d y n a m i c  c h a r a c t-  n s f  ics f t h u  sac-

cade have he-en of s e c o n d ar y  ir :por  ~~m u;u ’i’ . O t m i e - ‘ , i l a I  P ’ , u t  P

h-wc a t t e m p t ’ u - d  t o  f i t  m o d o l — g e n e r a t u - m I  r’ est-ens oi f o  ‘l e t  u ,c l

ones. We have essen tially used ‘in eng it ;u ’er in n - ti - I roach ‘

stud y sacc,-rclir movement a .  lit ;  us i t - ~~ * h i -  tat - ’ Ic-d r t ran ,’’

1~ 
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estimation and prediction we have produced a model which is

remarkably accurate in its tracking and prediction of sac-

cadic eye movements. A detailed account of this rr-odel is

given in a Ph.D. dissertation by Arun Shah (1977), a copy c-f

which is submitted with this report.

,.-- - ‘- ‘-.~~~~ ~~- -~~~ 



ALPHA PHASE CONTINGENCY ANALYSIS_OF THJ - Jd,~r- : }<io’;F: VISUAL EV(;KEF-

POTENTIAL

Al though  phase ana l ys i s  of the iTO i l i ; l i ; :  r h v t , Pr- l;,’:s

in teres ted  a number of n e u r o s c i e rit i st s , t h e r t -  aiua , t n  our

knowledge , no published accounts of successful systcratic

analyses which relate alpha phase con ting ency to the t r au~~-

tional average visual evoked poten t ia l  (AVEP) - One apt- ro ;~m:h

to the analysis of alpha phase contingency effects which has

been adopted by a number of invest igators (Walter et al., 1941- r

Walter and Walter, 1949; ‘lurton , 1952; Bekkering and E t t  i n v,i l ’;

Leouwen , 1954; Bechtereva and Usov, l9~~0; Ca l laway and Yea ger ,

1960; Callaway, 1961; Bechtereva and 7-ontov, 29 (2; h u $ ; t r r a r ;  an d

Beck, 1965) has been to use what we shall c al l  “ p hase  cc” t’i mii- -

t i ona l  s t imula t ion  techni ques ” which simp l i f y prol Ic’ma in

the collection and management of d a t a  by ar r a ng ing  t i  sh unt -

la te onl y at specified alpha phases. This ap~ i-oach li ts  I l u -

ad van tage of requiring relatively modest instrument ,~ t It tt

inasmuch as only one c lass  of phase conti ngent s-irr p li- -fun c’ ions

is collected and averaged at a t i r u t - . Ink t’rn’ t -diate ~~pt  r ~~, i i ’ha s

which  prov ide- for the analysis of m art- that ; mac- ~-h ~~~e- m u - t m - -

tingency class have been de v , ’ l i i ç - e ’ t- l i - v  Ca l  ),uwa’~’ ~ r ’cl I o t t-

(1964) who arranged to st in-t t la t u - and  collea ’ d i ’ f i n  0 i l l  t —

ferer i t ranges of a l i-ha j-l:a : ; t - ,~~ nd l- ’~
’ 1-’’

’ t’ - - t a i  i t  ml I - ’  s~ - v t e  ( I

wl; - m investi gate d -~ d i  f f * r ’ n ’ r i r : - l ’ ’ s  i - ’  , l ~ -h ’u h i : ; ’ ’ .

- ----- -— -—-- -‘- - — ‘— -- ..
~~~~~~~~~~~~~~~~~~~~
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disadvantage of these phase conditional stirrulatic- n tech -

niques stems primarily from the l i m i t a t i on s  imposed by t h e

demand for real-time moni toring of the pi;aSC variable and

for real—time decisions about delivering or withholdi r;cj

stimuli. But possibly of greater importance is the fac

that the abandonment of the unconditiona l or noncontingent

pattern of stimulation in favor of the phase conditional

pattern also resulted in the production of data which are not

easily and directly compared with traditic-nal AVER data.

In contrast with these approaches, we (A n h i k er  and

Floyd , l977a) have elected to expand the traditional !tVFP

analysis by implementing a comp letely off—line phase cc n I- in-

gency analysis of the sample—functions from which  an AVFI

can be extracted. In this way , we gain c€-rtain fairly ct’-

vious analytical advantages from the use of relatively I -c’~v-r-

f u l , but t ime—consuming , di g i t a l  f i l t e r i n g  and c l a s s i f i c a ti c n

algorithms . And we obtain results which can be directly

compared with the AVEP . Nevertheless , we sh o u l d  poin t c - u t

that our approach has one major drawback , viz., it nt ’t i l s

the acceptance of a relatively larue computational I-ui cit - -I

E)G’ERIMENTAL PROCEDURE

The EEG data were coll ecteci I tort ~ lea it hy rot t m i l  ye ann

me n who exh ib i t ed  prominen t  a lp h a  r h y t  i r n u- ; . 1- ’ I~ - : ’t  nc he cou i

l i ngs  were  “ monop ol ,ir  , “ the act ivt ’ ~ I u - o f  r i - h e  I - c  i r m a  1 ii a - i ~

over the occip i t a l  reg ion of t i u -  ~ cn 
~~ 

(
~ on fr om I P u -  r j d l  i r a

and 2 cm abov e t h u ’ m i e n )  a i d  t he i i i- ’’ i v t -  rt ’~~’ t *  r ; c u  d t i v t - d  

~:i ‘UI ~~~~~~~~~ 
‘-a --



from yoked electrodes clipped to the ri ght arid left ear

lobes. The ground electrode was placed over the mastci d

process. Right and left occipital responses were recordc-d

simultaneously t h rough  amp l i f i e r s  in a G r a s s  model 7~ po~~y-

graph onto separate channels of a Honeywell 71-00 instrurr ,u’-n-

tation tape recorder . A Grass PS—2 photo st imnula tor , located

12 in. in f r on t  of the nasion , was used to de l ive r  f l a s he s

( 10 msec durat ion at i n t e n s i t y  4) throug h the sub jec t ’ s

closed eyelids. The flash tube was housed in a sound-

a t t enua t ing  chamber , and w h i t e  noise was used I-c- mask ar my

flash—tube sounds that mi ght have escaped the att€-nu ; t ,’-n .

In addition , the subject was kept both alert and di str cic’t e- .

from the flash stimuli h’1’ Ic- ing engaged i n  a t w a - - w ay  c o n v e r —

sation with a laboratory assist tnt thm c-ua hout the c-x} ari —

menta l session.

D i g i t a l  d a t a  p r o ce ssin (~ m u  t h i s  s imd ~ ‘~ ‘ -s car t :- :2 out

on an S E L — 8 4 0  compute r . P r i o r  to t h u  ~~~~ i ;n * ’ - t , the -,-c-rc —

pu ter was pr ogrammed to q u ’ n t - I u t  a a ,  - a : ,  ~i m I’ j : t u  r v,ds

with values between 2 sec a n d  8 c - u -c  a a I L ’C ’  -h I n c  pm a I i i  I c

of random permu tations . This v m t i a t i t r  i i ;  i t t t V i i  s i :’ a

was inc luded  to m i n i m i z e  t i n - i r . I l a ’ ’ t  cc of xi ot :‘. - - ‘‘ vI, id .

might develop f r om f i x e d  i r t - i v i l s  c f  m l  i r u 1 u ~ sc ’rm ’ ,m t lcn

and to c o u n t u ’ r  ict t h e -  p o s s i hi l i t ’1 $ i i t  st -n- c l i t i t - m i r t :  s t i n - , : l us— -

locked t- cinmr tnnc r-* a i n  t itt- Id - P p i t r h t  ‘ i  r - t m t : : : - ,a$ ‘ * ‘ ‘ i- h oc’--

t r i t ~qc,’r t i n s  r u ” l~ u t i c t i s h i i i n  t i  m ; t  i n , u I u : —~°1’F c o i i t t o l  r i a is .

These t i m e  t t ’ m t  - r v - u l s  were r - i - m i r  da d or.  t r , a l c - t t  I _ m i t a l i t , - - w i t h

f l a s h  c - o m m i r i d s  ( s t  i m u l u s — o N ) and f r i - : - :  t ~‘:r ~~’ i t m l : ;  Is ’ i n m u l u : ’ --- I F)

-~~~~~-- ---i L, ~L .i~~. ~I’~ ~~~~~~~~~~~~
- - ~ j Ij;.~~L’ :,
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in separate tape channels. The beginning of each i nt e rv a l

had associated with it either a stimulus comnxriand or a trig-

ger command . Flash and n o — f l a s h  t r i a l s  ( i . e . ,  i n t e r v a l s )

occurred in simple alternation . This tape wa s  then used f t

control the stimulus generator during the axl erinet;ts au-i

to provide signals representing experim ental p m r ure tc-rm t~o

be recorded onto a second analog recorder alc,’ua wit~ the PLO

signals. These analog recordings were then digi tized at

2-msec intervals and stored on dig ital tare I-c- await f u r t h - r

ana lys i s .

Obviously , if one wi shes  to stu dy  a l p ha  p i c I r L , it is

of great importance that care be exercised ta- a vo i d  ~ h a m — u’

distortion in the processing of the lEP signals . T l m € - i c - f c r e ,

the dig i t ized  EEG data were processed U S i rq a noflrecUrSi\ (

phase—distortionless digital filter . The parameters of this

transversal filter were ( a )  band pass of 6 . 0  to  18 .0  L z ;

(b)  length of 151 samp les at 2 msec per s :mI-le ; and (c)

Hamming weighting. The delay added to tic PEP data f r a n -  the

action of this noncausal filter wa s  a l s o n t r c - du c e d  into t I -

stimulus channel and the trigger  m -ha m n t -l t c  escrve the

original time rel ationship between stim ulus can’n--inds ,

trigger commands) and the EEC kI ~~c- t u t :cI - - u : : ; .

In subsequent discussions we shall me f u u he - ‘her’ ’

di gital data in terms of sanip l u-—epochs or sam~ l t~ - f u t a - t  lot -S

co r re spond ino  t i  t h e  v a r i ou s  t r ta is . Tic Pr i m ; ’ ‘ st i n n  lus - : ‘N

samp l e — f u n c t i o n ” w i l l  r e f e r  l i t  a sanm~- lu- — 1-n c h  I h a t  1 t i m  m u  wi t P

a s t i m u l u s  ( f i n a l ; )  an d  is s um p i t  d u - i : c i l ; r 1 y at  — r r a e c  i t ’ ’ t v ,i~~s.

- flhI~-Ifl~i ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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The phrase “stimulus—OFF sample—function ” will refer- t c a

similar epoch that begins with a tri gger on l~ ( in d i c a t i n g

that the stimulus was “0, F ,” i.e., omitted).

In ti. resent  wotrk we u t i l i z e  the q u a d r a t u r e  d e f i r i —

tion of phase as oziginall,v introduced by Weaver (1951) - n d

app lied by Em —Gal  and Lai ( 1 9 7 3 )  to  EEC r e c o rd ir a a a  sup-

p l ied by Anl ike r . B r i e f l y ,  the  q u a d r a t u r e  proce-cure  is as

follows : a narrowbar’icl time function can be described in

term s of f r e q u e n c y ,  a m p l i t ude , and phase va ’Lucs. T f  the

frequency can be specified (cit h r  as a constant or a

tracked variable) , it is 1-oss iL l- : - thr - ; -h quadrature analy-

sis to describe the inst itmtaneous phase and amp litude of

the input  si gna l  w i t h  r e f e r e n c e  to  c o h e r e n t  s ine  and c o sin e

r e f e r e n c e  waves of the same mean f r e q u e n c y  as the si gna l .

In our exper iments  the mean al p ha f r e q u e n c y  was  ob ta ined

f rom a u t o c o r r e l a t i o n  a n a l y s i s  of  t he  EEC dat a , the d o m i n an t

period of the correlograrru being taken as the l est er ’t,ir -ab

of the mean alpha period . Q u a d r a t u r e  an a ly s i s , using this

frequency , compares the variable signal with sine’ , i i t : d  C C ’ S t f l t -

coherent references of the defined frequency and y i e l d s  m m r

in—phase component and a quadrature componen t. These- tw (

components are used to estimate ti’e amp litude and the !-I ’;ac’

of the inpu t  s a m p l e — f u n c t i o n s . In  the pr - s e -n t  a p i - i i c a t i o r ,

we have made’ the f u r t h e r  s p ec i f i c- I i - I :  I i - u t  l a  1t c -tm ;  i ’

peak of the cosine r e - f o r e  floe w av e  a ) w i y : :  c o i n m a i d e s  w i t h  t h e

beg inn ing  (tine ’ zero)  of - m c i  sarr p i c — f i t  a ’ i c - n , i . e . ,  c o i n c i d e s

~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~ ~~~~



with the moment at which either a stimulus or a trigger-

only control is activated . The c o n t i n g e n t  phase of a par-

ticular sample—function is defined in terms of the phase

contingency range , of which  there are 20 equal 2 8 0 ranges ,

within which the quadrature value of t he  samp l e - f u n c t i o n

falls at time zero. Based upon this quadrature method for

the classification of alpha phase , we have developed a rcI

applied two forms of phase contingent signal analy s i s  w h i c h

-ie shall call (1) phase con t ingen t  averag ing and  ( 2 )  p h a i m e --

contingent expansion .

RESULTS AND DISCUSSION

I t is ins t ruct ive  to look f i r s t  at thc- s t imulus-OFF

(i.e., trigger—only) phase contingent averages in Figs. P 1

and P 2 .  It wi l l  be observed that  the phase c o n t i n g en t

averages are all quite substantial nonzero func tions. ‘i_hey

are , furthermore , all quite similar except for the 1 his u -

differences at time zero . The peaks of the mi rm l lituc :c’ c m  -

velopes of these phase contingent aver~- oc:s art ’ all 1o:’- ; ted

at time zero. This is to be expected because these p h i c a

contingent averages are equivalent to the t n  c o u r t - h  av I ‘i a t ~-s

of sato et al. (1962) and the triqaered corrt’]at : ‘ an of Peer

and Kuyper (19 68 )  . C o n s e q u e n t l y ,  the-se  p hase ~- c - -t , ~ m a -  t~~

averages partake of c er ta i n  l m a sj c  f e - i l  u ; r  es of thu int o—

correlogram . For ins tance , t h e r e  is a ct ;- racteri sti c m a l l —

a f f  in the a m p l i t u d e  w i t h  increasing ti n t -  d i s t a n c t -  f r - - i :

irne zero . T h i s  is a u - c ’ u - u t n t ’ ’ i l  f o r  in our ~m , t : , t ’ — i T i c ’ n i c - t  ‘ - T a _ u

_  _ _  _ _   
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Phase cu ) n t i n g e nt  exp ans tut rut— AVEP dat a I r-t a sub ,j~- c ’t K .L. [IR’ * ‘X L i t i :~~i - - i ’  - ‘ l
st i mu I u s—O fl” ( t~ rIgge r but ii - - st  i : m : i t  Iii s)  dat a i - un the I cit side ~u t I h- Ii gut - t -

the st ,iuuulus—ON e x p a l u s lt n , -n  th e’ r i g h t s ide . ~‘lmt’ \‘ , t ’ l U s  u t - n i uuig ~- at a V e r : t m t ’ ~
a l u m s t a c k e d  as a t u - r i  i : : u I  S O V 1 L ’ s  , w i t h  et u n t t n g t ’n - v  1 tn h* - h , t t  I t t ; : ;  and ot t , -

i ngvncy 21) m i t  th i~ t up .  The Gr a n d  ~uI e m i r i  , t - r : : t ,’ a r t  - - f t t i e  u - i t t  i tug ’ - r u t  - - -~ : -

t-q u t v m u l ’ ’ n :  I - t he  nu i ie u in tuu igt ’ nt  -\VEP , i s  I t - c a r t - u i  i - : a’’ t ! i at e l V  ~fl i - - \ t - t ’ t S t t ’ -~ , ’ i R V
m i n d  i S ‘0 i c a l  ‘ut b ,’ :i t i c ’ s  v t i t  ii ii~, . fl’ie -i t , u :1( 1 Ins (-‘r i - ’, -mS - r ’)  i s — t i ’ - --

I ii ’ - t - - p .  l it- : u  vt~- i - : i m ,m u ’  r i t i t i t b i ’  u . ,i~ t e m p  I t ’  — I I t i u c  I i - t i e  i i i  , :i,’h ~- - r u  - i uug ’ ’i i I - t - o u t

is 11).
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l’hsse c o nt i n g e n t  e X~ )ti  l i S i c u I u s  u f A V E - ;  1’ d a t  a I ruin sub ie’~- t L .11 . The ~ xp ;t n s  i ‘ - i t  - -
s t im u l u s — O F F  ( t r i g g e r  but i i i -  s r i i t m u l u s )  d a t a  is  t a r  t h e  I u f t  sj dt :  ‘i f  the I igu t - ’-
the St i m u l u s — O N  expans ion , o n t he  n igh t s ide  Flit ’ ca r i  t t u s - t ’ i i t  i r i g c - r m  ‘ vt  - ‘;u 5t -  —
a i c  St acked as a via r t i cal  se I’it - beg i nii i tig iv th  v t - f l i t  ug i r ic  v I u ’n t h e  b -
The Grand  ~le a n , t - r mea II - - I I h t -  con t i agen t  -it ’ mu t e , t - q i r  i vs I i  - m i t  i t  t h e  it ‘lit - - ; : t  ;

- gent  AVE P , i s l u t c a t e d  itnmed i m t t t t l  v m i b u - v i -  n f l  i ng~- t i t  ~
- 2f and i s  i r id i n s t  i u r  I t ’.

he a v i e r -  l i n e . The s t i n u u l u s  ( u r  t , i i g g u ’ r )  I j e t ’ j e  s t i - u w t i  , u t  ( t i c ’  t t t p .  i t t ’  m ii’ni, --

nut imb e r iii s i n i p i c - — f u n c t i o n s  i n  - - a t - t i  t i n t  i n g - t u t  a -~ - i - a g -  1 - ~ tO . 
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model (Floyd et al. 1973) by the propagal ion  of p h a Se in-

coherence as a function of increa nii r:q t ime di,starce f r - n

the classification point which is located at tire  zc-ro.

For a coherent wave train there is no fall—off i n  the ar- :-li-

tude of the envelope of ph a s e — t r i g g e r e d  t im e  ave rages  (or

of the envelope of the a ut o c o r r ela t i o n  f u n c t i o n)  . Al p ha.

may be described as a q u a s i — c o h e r e n t  r h y t h m , wh ich  means ,

according  to the phase—incoherence model , that the rhythir~

has a coherent mean frequency and a lin-i ttad amount of phase

variance or phase incoherence; the gru - ate r the observed

phase variance , the faster the rate of fa]1-c’ff in the arn p li-

tucle envelope of the phase contingent aver age. 1 w i l l  Pc

observed in these phase contingen + , stirrulus—OFF averaces

that  there is s u f f i c i - m - i t coherence tc- ‘ nrE -di c- t ” sorr e rather

d e f i n i t e  phase values at those latencies in wh ich  the  m a j o r

evoked deflections appear in the AVER (which is equivalc-rt

to the Grand Mean of the phase con t i n gen t e v e r a q c - s) .  ~~~ r

these phase ~predictions” in the stirnulus- flrp cont inau-r ;t

averages are compared with the pim a se l rc hmt rties u ”x}ibi tt md

by their corresponding stimu1us—O~ con tinc rant ave-rages ,

there are some striking changes . To facilitate visual t x , :;

nat ion of these r a the r  comp lc- x con tingent t a X l t t l : S ~ - --- e n , w’

have provided , in F igs .  P3 and P 4 , the- sane data as in Fics.

P1 and P2; some schematic’ lines have hc’u~n - : h u ~ u - d  to cal1

attention t c those f t ’ , i tu r u ’-s  t h a t  a~ - t - v ’ , u r  t o  us o h-u ” n: m -v - h

as a resu l t  of s t i m u l a t i o n . We ha ve un -h- I - ‘ t e d  1 nes  -

, i i  

—-~~~~~~~~~~~~~~~~~ 
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Schenit t ic ‘ r l m u y s  un the data ‘1 sUti ct’ t N .J .. ( i i i  I i g .  P. I ) .  ‘t i le - cr1.~~ 
—

t u d v u - t u ’  t he  pnin - ’v p :ut di I1 ’ t’ -mn’ t - - - l - ’  l u ’  - h - - a c - n  v t - u t  t p - i ~~ it t t i v- ;-, t i:;uilin- , _ (i t -
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ind icate the crests or surface-negative peaks and solid lire s

to indic it the troughs or surface—positive pecks. Ira t h e

case of the stimulus-OFF contingent averages , it  w i l l  h r.

notices that these schemat ic lines are all esst-rtially ;aral-

~ lel diago nals ex tending u~ ward and to the  l e f t  fran contit .-

gency 1 to con tingency 20 and c onta cting correl;poridinc; I h an c

- t points en route . However , when we tax,Ir : I n c  he st I nulus-O’-~

phase con tingent averages , we no t i ce tha t t h e se  lines are

moved in such a manner that the N l , P , and P2 l i n e s  are

swung into more or less vertical orien tatic-n under t he  h i ,

P2 , and N2 deflections in the Grand Mean (i.e. , AV E P) o t

the contingent averages. You will notice that th’- effects

are quite similar in both subjects . This surlris ’rql y

systematic alteration of the phase p ro~- cr ti e- n is i n t u r —

prE-ted as strong support for the vi ew that t h e  p h o t i c  st in i u l i

act to produce a phase modulation of t he  a lp h a  r h y t h m  t i w / t r u :

a p re fe r red  phase which is consistent w i t h  t h e  m a j o r  ~. -I - -h .

deflections in the AVEP . In other w o t u l s , i t  is t h i s  t I - a s e

s h i ft  ing of the alp ha f r e i t  the  autc-nctn’cus—p l m a st ’ locaticn ’s

to the evoked—p hase loca t ions  w h i c h  accounts for this

t ion  of the AVEP . That  it ; , the “ si g n a l ”  or u:voked semi a -n ’. ’

is n o t h i n g  more than  t h u  p hase sh i  f t  ir-ai of t he ;mut ToT’S un

phases  to the e voked phases . 1c  ~~~~~ i t t e r p r e ’ a ’ j  i i s

c o r re -t , t he re  is no need e look f o r  a n o n a lj - h a  ‘si cra m 1”

to account  f u r  h i s  p o r t  ion  of t h e  AVT-’ l - . i i ;  in ‘ - a t  l i t - i

pululication , Floy d ta’ a l.  ( 1( 173 )  P I t S I TO c - c l  Wi ’ - i i i i  n c r  ~uc r t

of the idea f l i t  t h u  t a o — c u I c y 1  “ a f t  r - - u ? : s r h , i r q . - ” -

il 

— -‘ --- — -- — - - - - -— -- ‘— --- - a —u



“ reverberation” which is frequently observed at longer

latencies could be accounted for  sole ly  on the basis  of

phase locking which had occurred earlier in its e v o k - d

response , i.e., at the time of the appei rart c- n uf t Ime - h 1 I ~~-~~2

def l ec t ions .  In the present  work we h a v e  produced e v i d en ce

that  such phase  a l ignment  does a c t u a l ly occur in this rc’c ; i cn

of the AVEP .

From the i r  study of aud i to ry  evoked p o t e n t i a l s  u s i n g

ampl i tude-spec t ra l  and phas e - s p e c t r a l  methods , Sayers  et al .

( 1 9 7 4 )  concluded t h a t  “ a moderate-level stimulus that is

e f f e c t i v e  in evoking an e v i d e n t  response-  a l l  a r er t  ly dces  t

do so by c o n t r i b u t i n g  an obvious a d d i t i v e -  c- c-n- - c - n e - t a t . ” ~-.rd

they  go on to say t h a t  “ an e f f e c t i v e  sI i r n u l u s  ac t s  m a i l m l \

to p h a s e — c o n t r o l  the s p o n t a n e o u s  a t  a v i~~” . ” Th a i r v i ew  i s

somewha t s i m i l a r  n ours ~1t hourit t 1mev do ic - f  idu ” ra t i - ‘ t t

spc)ntaneous activity as al p h a . A l s o , w h e r e u s  our  model  i s

based upon a single frequency a ’ n ’ I i u : ’ a - r t (~ l~~-h a )  , ~ l i t  a n i :t  - 1

seems to requirt- the existence u~~ a whole’ st-n c s a ~ con c ra t

os c i l l a t o r s  (at least 10 harmonics), e- ch ~ ith the cu r  i ci ’~~

for being individuall y a d j u s t e d  in  chu st an t
~ c i  l i t  ~t u l c . I’,

w i l l  be most  i n t e r e s t i n g  t o  s e e ’- w h a t - f  t i e r t h e  u 1 i t  ‘-nv Cvi - I

response c-art be S U CC e S S  ftm ly cunaly?ed in - 1’ : - P ‘ rt c l u ~

lation i f  a i sole frequency c m - r i - - t a  ‘ l i t  t ; u a t ‘i s  a r - ?i a . ‘i ’h ’ -

f i n d i n g s  of Sayers  e t  al .  (1 ,1 7 - I ) - - - r - u i n l y  s m m u e r e a ; t  I h u t  ‘ t t -

m a t f . - r  is worthy  of  car eful iri ~’c’st igat i c - l a . I t  is t t l ~~ ‘ 1 ( 7

to speculate h at  an~t lo qo u s  p h a - a -  t ni-e l in- : rai’ -chan x i-ar ms ra\’

i ) i u c r , l t l  i n  ~‘~1l of  t h t -  c i i  c l - t  i l  n e - r i s o t  ‘
~ 

n . r -d ’t l I t  j ,

- ‘ S
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IALPHA 11111 Th EORY OF

EN~~~~ I O

In c o n t r a s t  to the widespread  assur ” r t ion h a t  a l t ~ha

is n o t h i n g  but  noise , we ( A n l i ke r  and F lc iyc ! , l 9 7 7 a )  have

prcuposed a r a d i c a l ly d i f f - - r e nt  concept w h i c h  c on f e r s- u’. or.

al pha a c t i v i t i e s  a cen t ra  role ir a the  t ’r ac odir , c and de-

coding of sensory i n f o r m a t i o n . We cal l  our c’once-~~t t h e

4 
phase modula t ion  theory of cerebral encoding and decodinp .

Accordi g to th i s  theory , al pha serve - s  as a p h a s e  coherc-nt

car r ie r  on which  the s t i m u l u s  e f f e c t  is encoded as a r h a se

m o d u l a t i o n . T h a t  is , the au tonomous  al p ha r o t a - r e s e n t :  t h e

c a r r i e r  w i thou t  m o d u l a t i o n  w h i l e  the s t i r r u l u s - in f ] u e r , c t - u:l

al pha r e p r e s e n t s  the c a r ri e r  wi th,  s e - n t - - c r y  m o d u l a t i o n . The

autonomous co r t i ca l  al pha is considered to re-present the ,

c ( r ’ i c a l— f o l l o w i n c  response to t im e -  t h a s l a r r i c’ pac emak e r  ( th e

I a t  r b e i n g  b u f f c - ’~ed f r c - n  sp e c i f i c  sEn s o ry  i n f l ue n c e s )

I l c - w - - v e r , t h e  - ‘ r e  ‘al f o l l ow i n a  of t h e ’  t h a l a m i c  pacemaker

is n - e d u l , r e e d  i ’ m  the r e -s e r ce  of a r — h m r o p r i a t e -  s e r — s c - r ’~- m t - U t  tc-

t I .  co’ i e x  . The phase  m o d u l a t  m i - n  t h t  i v  sk ,a~~e - s  t h a t  t Im r o u g l

son- - - p r o u ’.~ss c-f  c -- n - i a r in- r 1~ i - i c e - r a k e r s i n n i l  to  t 1’, . r a m~~

pi rat’ of ‘h  cci r c-tapo ndin -: sensory cortex , ‘ he moni t - rs (I;ra—

: ; ; : r ,, t , ly  u~~~m y t  j t ’ a l)  ate it -i c - I - disk i nctu ish 1 - c  t’,’ c - f l  ( i )  - r a d i  —

— qeruous i - ’  i v a  ¶ ies , i.e ., t hose c a r t i c al  i u - n ;  c - s  w l , i c i -  Can

he i~ ’ c c - u n f ’ - u l  f u r  solely on f I t -  1-a s is  o f  t - m a e  n a k u ’ r  fo l  I c - w i n s ,

O il (b) exogenous ac ’ lvi ties , i . e . , t h c a s c  con ’ ical i t  s~~( nc -s

w h ich  ( l i f f t ’ r  from th e ~ a c - ’m~~~ I i nst i m a t  ~ Ol 5 .  I i c ’ c c x e l t r q  *

h. ’ t - h i s e~ m o d u l ,u ~ ion  t h e - i  ~~, the r h a r t - — n  u i d i ,i ~~k ‘ 1  i ’- e t a t - :  s

~~~~~~ -



are cu l led  out fo r  f u r t her  processi  r ig w h i l  a t he  - r d e - - m i e r , c iu s

or unmodulated p hase components  a re  d isr e g a r d e d . In  o th e r

words , the endogenous a c t i v i t y  serves as the u n d i f f e t e r t i a t u ’ d

medium upon which external influences are  encoded as p h~~s~

shifts or modulations of the autonomous phase . Thi s  is re-

garded as a crucial step in the incorporation of C ’ x O c e T a c-u E i

i n f luences  in to  cerebral  processes. One mi ght say t h a t  the

autonomous activities constitute a low pricuri tv input t a

the cerebral incorporation process and are ordinarily dis-

regarded (i.e., nulled or filtered out) whereas thc CXC-

genous ac t iv i t i e s  cons t i tu te  hig h p r i o r i t y  i r i 1-u t ’ -a  w h i c h  w i l l

tend to be accepted (passed upward in the neural hi e rarchy )

fo r hi gher level process ing in n t t e n t: or  and  rr erncrv . flow

~~~r y  f i l t e r s  the i n p u t  mut ;t  pass b e f o r e -  c - n ’c r g i r a q  b e f o r e  t h e

“ throne of consciousness” is a ques t ion  w h i c h  the rh~~sa-

modu la t i on  theory does not  a t t empt  to answer . Put t h e -  t h a c ~~~

does s t a t e  t h a t  the phase m o d ul at i o n  is t h e  s i ne  non of

cerebra l  incorpora t ion, the c r i ti c a l  s te p  w h c n ’ - i r ,  t t u ~,’ e- xc-

genous i n f l u e n c e s  are t r a n s l a te d  i n t c -  a cccli - or f o r r ’ u t

w h i c h  is the basic ; languaqe of the cerebrum. This IS Ta u t t~O

say t ha t  f requency  and amp l i t u d e in flu e-n ’c-a m a n ”  i~ t i m  ‘ - d  1 v

th  cerebrum ( f o r  o b v i o u s l y  t h - -y - itt r-c ! ) ‘ : m ’ i ~ - y r  , j ’

mean that t h e  c e r e b r a l  “ c ar r i e r ” is ‘ a n c h o r  -h ,~~ t a n d  m i l l

time—domain i n p u c s a r c ’  encoded as l -h a s - na ( -c l u l i t  i a . ‘ r ‘ I t

- T ’ t ’ ( I  I c ,’t ion of the phase n’ um iulat ion th ory I s t hat flit  a te —

coding of t h e -  st o r e d  p h a r a t - — m u - d u l a t  eel sii;n als w i l l  r e q u i r u ’- l i t-

s e r v i c e _-s of the  o r i c i r , r l  ca r i i c - i  f r u - m ~~t r e  n c \ ’ r  i n  i t ,  r

u _ u t  

- -
~~~~~~~~~ - - -~~~~~~~ - - -~~~~~~~ ‘ -‘-~~~~~~~ - I-
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playback wi 11 i t - c r u i  re t h e  r e a m , ’ t j V u , i c a r ,  o~ h i  c a r  i - r (I  . e

the presence of t i r e -  aute na-n-i cc: al t ha r l a y ’  an  f a ’ r I Ia -. i- c -  —

awake n ing of m ne monic r u - a m - t i l e , i.e., f a r  r c ; ’ e n ’ t - r a n c e .  T i e

pha se modu la t ion  t h e ory ~mr e d  m u ~ e s f l i t  r- c - c a P r a n c e  ~ i 2 1 b - c-

d is tor ted u n l e s s  the c a r r i e r  f r e u s m ( ncy d u n ’  in s  p l a y b ack  i~ ;

ident ical  to th at du r ing  r ’ - c : - - -  rd r i m s . This w m i d  a - c c - u n t  or

many of the perceptual distortion s wb i- ’la a re  c l  s or v c d  w h e n

the autonomous alpha freq uency deviat e-s s i q n i  ficantly f i r

its normal alert value . Su c h devi at i ons are  o b s e r ve - cl  I r a

norma l ind iv idua l s  dur ing  s t a t e s of d r o wsi n e s s  and d y - .  ,rc —

ing,  and they can result from the- i, n llu c- r c’e of drugs , tr tu-

matic brain damage , and metabolic di sorders . It should ha

noted t ha t  it is the norma l a l e rt  a l t ha h a t  e - > : u t r h a t s  1 1 -

g reates t  phase coherence;  when al pha a l t  ar t s  r e m  i t s  n c r n m i l

a l e r t  f requency  there is a r e du c t i o n  in th c  ta ~i s a-  ache  r e n a L

of the autonomous rhythm . Although t h e r m -  a r c - ’ no cc r mc lu siv t

EEG records fo r  the al pha f r e q u e n c y  d j f f c  r u  l a C k - S  i n  i - S T L 1 . i t r i o

p a t i e n t s  d u r i n g  norma l periods of c o r a t  ct  and d u r  i r u m  a * r i t - d y

of d i s o r i e n t a t i o n, the theory w - uld 
~

- r u  c h a f  a I ’ l ’ u - - e m e ’  ‘
~

di f f e rence.  The low a lpha  index  that ,  a’ ha r i c t  ‘i i -zes s c h i  y c i—

ph renics  may be a clue t h a t  the  no r n - - i l  l u  l m t t i u r m s h i l 1- ’

the pacemaker and the cortex is dist urt - od; i f  so- , t h i s  w u , u l d

tend to ca use d i s tor t ions in t h e  i t - n o t ’ - !  -t ual i ’-roct ’s m- a e”s .

I~ seems l i i  u s , he’~’c -v er , t l :-t t srrs~- c ar e t i ora t’ v I : -  * - ii

are in order . The al pha pham ;c m clu lat, ia-n thc ot-y in I t s -

p re s e n t-  f o r m  eli- - c - m m  n o t  p ( - c ; t u l a t c ’  d r : i r q l a l t - b - - c  i ,o” e’ r’_ u i’ u r

- — —.---‘-‘—.— ‘— - — 
_— A



f l a s h  commands ( m a t  i m u l m t r -m — O N )  , u r m c l  ¶ r j u n e  - r  c- — r mr - c u r u l i -  (s ’ i r m u l u s — -  1 F)

:~~~~~j j  - -~~--~~~~~‘~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

for the entire cortex. Rather , we postulate- t h a t  each

port ion of the cortex has i ts  own t ha l amic  p a c e - i r a t h e r  r e f e r -

ence along l ines suggested by Andersen  and ?, n du er s s o n  ( 19 6 8 ) .

We would also point  out t h a t  our model in i tt - p resent tarn-

is concerned p r i m a r i l y  wi th the t ime  d o m a i n ;  we h ,ave r a t  a t

t h i s  time attempted to reconci le  our t h e o r y  wi th a t -  essen-

t i a l l y  spat ia l  model such as the hologr aphic  model of cor e -

bral encoding proposed by Pr ibr am (197 1 ) except t, cu observe

that the quasi—coherent aL pha activity could i-rovide the

coherent  r e fe rence  which is r e q u i r e d  by a P u - ‘I c ’ - sr : i t ’uh ic S v F t c  n .

F ina l ly , we bel ieve t h a t  a cara ,’ful d i s t i n c t i c — n  mus t  be- r e d , -

be tween the use of the term “ phase ” in r e f e r r i n g  to t h e

encoding of the sensory data of v i s u a l  sb -sec (see Po l len

et al .  1971) ,  and our use of “ phase ” as a p a r a m e t e r  of t h e

time domain. In con t ras t , h a v i n g  a i r .  icl y u t i l i z e d  t I c  t a m e

domain to account  f o r  the e n c o d i n g  of s i - m u t i a l  ph a s e  infor-

ma tion (Po l l en  et al .  1971) , P o l l e n  and T r ac h t e nh a e r g  ( 1 9 7 2 )

arc ; a t t rac ted  to the a lp h a — a s — n o i s e  h y po t h es i s . T he y s t a t - -

that “even if it were assumed that all c e l l s  in the visual

cortex were r h y t h m i c a ll y  ex c i t t - -cl hay a lp ha a c t i v i ty  and ir

phase wi th each other , simple cc-il response— s to visual

stimuli in different t - m l i t - ;  o f  the n e e t - r - ’ lye field va - a - Id

arrive at  tl m c - C )m i-le -x cells w i t h  di f ’ u-n c - ra t l i t  u - na ’ i c-s arid

t h u s  a t  c u t  f t - n t - n t  p e r iods  of t i r e ’  a i i - l ’a : i  c y c l e .  T I m e ’  a l h - l a m

act ivi t y w o u l d  fac  i l i t a t  c - ecu n mt  i i i ;  a m  t a and  i r h  i h i  t ot h  e t S

in a rao n ;arc ’itt ct el le w a y —— i  i-oise - T o e  SS . T h u s  al t l a  I - l u  -H’ ,

w he - t h e r  by a c ’ ’ r a t r ’al ac tj c- ‘u t i h i l - I f u  i - :  r u  at  u n m a n ’  or ’ I ’:  - i  



a s t i m u l u s  ( f l a s h )  an d  is s m i r n i - i c e l  i c q u l i r l y a ’ ?—n- ca t a - t  • t ‘ - ~i l ~~ .

IS LIW

more general desynchronization of rhythmic activity, ra ’ i ci ht

serve to reduce a neural noise level. ” Wa- believe that our

phase modulation theory provides a viable alternative ex—

planation to that advanced by Pollen and Trachtenberg (lY72)

for the alpha blockage observed during visual attention to

nonuniform surfaces. That is , the’ desynchronizatiorm c-f the

cortical response may represent the cc-n- i--la x phase  modula-

tion of a large cor t ica l  area in n c - s b - e r a s e  tea c or imlatlex sc at i a l

pat terns  of sensory i n p u t .  These d i v e r s e  p h a se  a d j u s t m e n t s

of the ce l lu lar  “al pha ” acti v i t i e s  could be expec ted to

grea t ly  increase the phase var iance u f the ce l l  pooi and

thereby reduce the magni tud e of the potent i als measured at

a scalp electrode. By cc-ntrast , in the abs ence of s e - r a c e r ’ :

phase modulation , a much g r e a t e r  phase  c c - h e  r c ’nc - I ru ~he

cor t ical  a c t i v i t y  is expected becaus€- of c o h e r e n c e  of t h u

thalarnic pacemaker.

We have con c luded , therefore , that sitm p le time’- acjerau’iing

of s’~mp 1e functions of EFG data confounds f l- c’ in~ l u c  r am -c c - I

alpha phase con tingency i n  t h e , - g e n e r a t i o n  of t h e  visual evoked

response . By classifying each sample-function ai’corciino to

the phase of the al pha rhythm at the- me-me-nt of stimulus dc -

livery, it is possible tcu regroup the set of r - a r - i - ] e - f u n c ~~i o r m s

in to subsets representinc: various p hase  c c u r . t j r , i r e  r ac y  r a n s o m .

The time averages of the re subset s c a -n s f  i t  ~~k - a i - h mise  con-

t in g e n t  expans ion  of AVEF ’ . The r c - s ul t s  i - f  t h i s  a n a ly s i s  - - c r

Lie in t e rp ret ed  as Showinc  t hat t, be - v i r m u m i  I ; , t i ~~~ 1 us ‘u S I

acts to phase—modulat a ti c’- au ti-n a - r ae - u t : ‘ i I~ - i , , m  r h yt  t a r n  u n - i  t ’

L
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this  e ff e c t  accounts for  the p r i n c ipal  Nl-P2-N2 component

of the AVEP .

ALPHA PHASE PROBABILITY ANALYSIS  OF THE AVE RAGE V I S U A L

EVOKE D RESPONSE

The present study was desi gned to ex tend the alp ha

phase contingency analysis and to produce a more quartita-

tive evaluation of the phase contingency effects by re-

analyzing AVER data from the standpoint of phase contingent

probabilities. We believe that the alpha phase cm ritir ; cr u n ay

c l a s s i f i ca to ry  methods described here  re- ire- sc-nt a definite 
a

advance in the techniques a v a i l a b l e  fo r  the  a n a l y s i s  of

evoked responses and for  the  q u a n t i t a t i v e  c ’h a r a c t c - n i 7 a t  i c - n

of spon taneous alp ha waves .

Phase—Distortionless Filtcrring

J r  the ana l y s i s  of a l pha phase  i t  is a r n a t t c ’r  m f ut-

most impor t ance  to take  s u i t a b l e  r ru - c - m e r t  i o n s  to  av i I d  Us-

t o r t i n g  phase in the pr n c - e - s -~ a of ~ i 1t e - r i n q  t h e  I T O  s i c r  - , s .

- - -~~ -- ~~--- --- ~~~-- - ,- ,----— - - - - - - -.--~~~~~~~~~ -- —- a
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There fo re , in the sire se-nt st u d y thea digitized PEG data we rc-

prctcessed using a nonrecursive phase—distortionless filter.

The parameters of this transversal filter were (a) b-ac -dr ess

of 6.0 to 18.0 Hz; (I-) length of 151 samples at 2 mse-c or

sample; and (c) Hamming weighting . The d e l a y  added to the

- m EEC data from the action of the noncausal filter was also

introduced into the t -t i m ulu s  record and i n t o  the trigger

record so as to preserve the ori g ina l  t ime r e l a t i o n s h i p  L €--

tween s t imulus—commands  (or t r i gg er — c o n r n an d s )  and t h e  LET

sample f u n c t i o n s .

DATA-PROCESSING METHODS

Quadrature An~~~~~~~

In this study we have emp loyed the ’  i r r a d r a t u r e  c i e f i n i -

tjon of phase which can be described briefly as follows : a

narrowband time function can be a n a l y z e d  i n t o  f r u -e 1u o r cy ,  ampli-

tude , and phase variables. If the frequency can be sr” t - c i-
fj ed  (e i the r  as a constant or as a t r a c k a l - l e  v i r i t ’uh !e) , i t

is possible, through quadrature analysis , I a -  d e s c r i b e  t h e

instantaneous phase and amplitude of t he  i r m ~ sit sicrnal with

re fe rence to coherent sine and cosine waves c-f thu same ra ce r ,

frequency as the signal. In our s t u d y ,  the irma - m a , cu l t- h - ’ t t i e  -

que ncy was obtained by autocorr t , - l m ~t i c r a  ~r lysis u - f  t i m e -

stimulus—OFF sample functions of  i - TO , f l u  a t c - n’,~~r u , * r t L c ’ r i c c l

of this autocorrelogram i c i n g  f t k - - r  as t h a - i - c  a t  c - s t  I m u t e  c f

~ h t ’ - mean alpha period . Quadra~ i ’ u r u- anal ysis , usina tI ;s fr , —

quency, compares the v i r i mu b - l e -  i ; m r si~ s i ci t’;ai l s i t h  F i f l t  r d

- -
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cc-sine references of the es t imated f r e q u e n c y  and y i e l d s  an .

in—phase  and a quadrature component.  These two corrr c-r , o rt s

— are used to es t imate  the ampl i tude  and the  phase of t h e

input  samp le func t i ons . In the p r e s e n t  app l i ca t i on , we h - -ive

- 
made the fu r the r  s p e c i f i c a t i o n  tha t  the posi t ive  peak of

the cosine re ference  wave a lways concides w i t h  the  begin-

ning (t ime zero)  of each samp le func tio n , i . e .  , the t~rrc-
at which either a s t imulus  or a t r i gger is ac t i va t ed .  The-

contingent  phase of each sample f u n c t i o n  is de f ined  in terms

of the phase contingency range (we recognized twenty ec’uual

18° phase ranges)  w i th in  whi ch the qu ad rat ure phase cf the

samp le func t ion  f a l l s  at t ime zero . A q u a d r a t u r e  phase  t i r e

func tion describes the phase difference ~etweerr thea phase of

the coherent  r e fe rence  wave and the phase  n~ the PEG sam p l e

func t ion  at each pos t—s t imu lus  (or  p o s t - t r igger)  l a t e - r a n” - .

A quad ra tu re—p hase t ime f u n c t i o n  is ob ta ined  f c r  ej c’h

EEG sample func t ion . Th i s  phase f u n c t i on  is used as t he

basis for  f u r t h e r  anal yses of a l p h a  p hase-  p r o p e r t i e s .

Phase Probabi l i ty  Ana lys i s

The reader , no doubt , is generally familiar with Cite

procedures for cons tru ct ing fre c rc ’ r m’y  (of e v e - r a t s )  histcca r - --an

and for converting these histograms into ji a m s e  :-rc - h-aleili t , v

distributions . The G RAND PH ASE P R O B A B I L I T Y  ~~~~~~~~~~~ c o n t m i n e d

in each of the  fou r  f i g u r e s  (p a r t  E)  is r e a l l y  n o t h i s u :  a rc  m a -

than a series of phiso probability di s e t f l i t  io r mm in ~d a i u t - ,

c-mu ch of the jmr nl ,ih j ljty :1 i st r’ibut ions d e ’ r - ac ’ r i i r ~~ - m i ~~~~~ a- c a t

q u a d r a t u r e  phase v a l u e s  - el - n t- n y c - cl - i f  a p u r l  icul ar  l e t  c - r u ”,’ . a
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- the absence of st irnu lat ic- n one would expect  t h at  a s u f f i -

c ien t ly  large popula t ion  of quad ra tu r e  phase function~ w o u l d

generate a phase probability matrix with an. approx irm -atealv

f l at su r face because all  phases of alpha should be equally

probable at every latency. Any significant and c o n s i s ten t

deformation of this surface would be considered as evide nce -

- ‘ for the existence of some sor t of phase constraint.

Inasmuch as the grand phase probability matrix prc-vides

no accoun t of pha se contingency e f f ects , it may prove u s e f u l

to construct phase contingent phase probability matrices

as well . Since our phase c l a s s i f i c a t i o n  scheme r e c o g n i z e s

20 d i f f e r ent phase contingency ranges , it is f e a s i b l e  to

produce a separate phase probability matri>a fear each of

these contingencies . We have , in fact , carried out this

analys is .  What is the gene ra l  shape of the phase ceartinger t

phase probabi li ty ma trix? In each case we should 0X1 u - ct  to

a obtain a delta function (Dirac) at time zero ic-cause all cf

the samp les would be w i t h i n  the same phase range at the time

of c lass i f i cation , by definition. W i t - h inc reas i raca  t ime

distance (latency) from the classification point , the t - r o~~’a-

ga tion of phase incoherence would  cause t h e ,’- prol-ability dis-

t r ibu t ions  at  longer  la tcanc ie s  to be less peaked t i a c a ,  a’

ea r l i e r  latericies  because phase v a r i a n c e  in c r e ases as a

function of latency magnar tude. Cr tht u-f hc ’i ui u d , i r a  t he

absence of s t i m u l u s — i n d u c ed p h a s e -  c- f  f c - u ~~ t s , h i  s “f , ut mr ai n q

out ” of the phase c c un t i nc r e n t  t -lm m Is e prebal i i i  ty i m m t r i  ~ sh m ’- r r l d

be o r d e rly  and  s y n ’m e - t  r i c d l  . C e u n s e q u e r i t iv , arms cu



as a result of stimulation. We have uc -c- d d - - ’ t c - d l i t  s ~ca
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~~~~~~~~~~~~~~~~~~~~~~~~ -- .a ~aa- ’-~s~~ t~~ ,aa’a~’- - ar- - - - - a ram :

and significant differences observed between the correspond-

ing stimulus—ON and stimulus-OFF phase contingent phase

probability matrices could be interpreted as evidence for

the exis tence of a s t imu l u s — i n d u c e d  phase p r o b a b i l i t y  ch ange .

The gr and ph ase prob abili ty ma tr ices in Figs .Cl-4 are

displayed in pseudo three-dimensional form. Wh i l e  t h i s  i s

attractive to look at, this disp lay distorts probability

along the latency axis. To overcome this limitation , two

addit ional  p lots are provided: modal phase (part C) which

shows the location of the probabi l i ty  peaks when p n u a~~c’ctcd

onto the phase-latency surface ; peak amp litude (part B)

which shows the amplitude (relative) of the probability

peaks above the average probability surface .

It wi~ l be helpful to review briefly the manner rn

which the COMPOSITE PLOT (part D) of the model (Cr peak)

phases of twenty (a complete set) phase contingent phase

probabilit y matrices. Since it is not i , -rcm etical to display

80 phase contingent phase probability plots , these dc-ta ar-

summarized by e x t r a ct ’n g  the  model phase f c m n c t ~~on ( i . e . ,  t h e

peak phase at each latency) f rom each o~ f I t  m a t ri n a s  a r a d
en te r ing  these points  i n t o  a conunon p h a c ’ — I  i tec -as clis1 Ia y .
By comparing the cornposit-:- p l ot  w i t h  i ts  a so( ’~~,,, t c - l n~~ a’aci

phase probability matrix it is possi l-le’ I c -  d i s c e r n  h e -v  t C

various contingent functions respond I u - - th e- stirr-uelus . Tl,e’ea-

effects will be mentioned in t h e -  Results .cect ] e t .

u - s

L -
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RE S ULTS

Our analyses of the experimental dat -a1 are displen’ t- -d

in Figs. Cl—4. These figures are designed to he lp  thc- reader

make his own comparisons of the various analyses contained

wi th in  each f i gure and also to aid his comparisons of the

corresponding portions of the differera t figures. Obvious ly ,

there are many interestirmg aspects of these data . Yet , it

will be necessary to confine our attentior to the most

salient features of these date .

Fi gures Cl and C2 contain the stin,ulus-~-}” l” ar.- l s t im ulus—

ON data of subject K , L. Tate AVER in Fig. Cia is clone to

zero amplitude throughout, which in to tea expm-c ted of stimulus-

OFF data . Notice that all of the othe r p lot- s are cc-rsiste-a t

w~~th  t h i s .  The peak amp l i t ude  plot  ( P )  s l a c w s  t hat  the

largest  n o n — z e r o  value in the grand phase r-robabi lity matrix

is qu i t e  smal l .  The comj ’osi te  plot  (0)  shows ti at  f t c ’  cor .-

t i n g e n t  modes are n e t  s ic en i f i c a n tly  p hase c o n s t r u u i n e d . O_ ~~~—

e’, -ar , we see quite a differen t pictur e when w- e > - ~~n- .i ca-

C2 (stimulus—ON) . There  is a substarat ial l— P -L~’ rest-era se

in the AVER (A). T n the grand phase- r c  -e i - fli t v let  ( E )

there is a large deformation of the nu t tac a of ti ~ r:~~t r i X m c

the latency domain t- l’m a t , co r r es po n d s  v i  + It I lee- u-va P id r’ al i - ne ’.
‘l ime magnit-ade o,f th i s  respon se u ” df l  be ‘m l  i c -  - - i ek u ’d  i t :  lc’ c’cinc

a t the t eak amplitude p U t t  ( B ) . V~’ i a t  i s  - f  ‘ t r u  a t  n , t u - ~~u St

us is t h e  conve rgence  Of t h ’ .- modal  -f ~ C - u - s c-f t I m e ’  c - I  -

+ u ra q c ’nt r i r u u i u , e h i l i t y  ma~ r i ’ , - ’~. ( 0 )  at  l a t - n c i c - s  c u - I  r a sp - a lin e

• - he ’- c ’’ _’a-P -d r e ’ m - a I u r - I - i - m e - (~ ; l — P ; — ~; 2 )  . Thin s’ r r - u r l \ ’  s o - a r - - :
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t h a t  the s t imulus  acts tc s h i f t  or modula te the au tono rrc us

phase toward a preferred phase.

Examination of Figs . C3 and C4 shows tta~~t t h -  n (cond

subject CL. H.) responded in very much the sanae ma nr1cr.

That is , both subjects show the convergence of the modal

phases (D) and the corresponding deform ation of the grand

phase probability matrix.

DI SCUSSION

It seems to us tha t  the results we have obta i ned in

these two s u b j e c t s  are r a t h e r  r o b u s t .  In o ther  words , there

is l i t t l e  quest ion tha t  t he re  are  s u b s t a n t i a l  ph a s e  sh i f ts

ev iden t  in the s timulus -CN c o n t i n g e n t  a v e r a g e s;  t h e s e -

phase adjustments are imposed upon the  a u ton o m o u s  al p ha

ac t iv i ty, the lat ter  being es t imated  by the  c c r re s p o nd i n q

phase contingent stimulus—OFF averacws. It is import ant t u ~

ta~ce notice of the f a c t  t h a t  a l l  of the phase c - r a t i n g e n t

stimulus—OFF averages are , as should be exp c-cted , subst ant ia l

non—zero averages with a strong alpha-frC-ci uency r h yt hrr . FIr

this reason there is a p r e d i c t e d  i i l a a n ’ .’ for the cc rt  in ge r .t

s t i m u l u s — O F F  ( i . e . ,  au tonomous )  a lph a  w a v e - i -a a t  e ach l a t u - r i c - v

in the post—triqger time domain). The stin a it lus - i p p i - u l t s t~~

s h i f t  the al pha phase in to  confci rr-ni ty with t h c  a- T,a f l k u  d ~ l~~1’ 0 -
~~~~~

comp lex in the  AVER . There  is son’c’ ~ u c, )5 flj ~~ lit y I Lit hi’

v a r i o u s  al pha phase continqencies co n t r i t - r l t u -  d iff e r en t l y to

t he  va r ious  l a t en c i e s ;  however , t h i s  p o r a s i i - i l j t ’1 w i l l  L y e

to be assessed by f u r s  t i e r a r ’a l y s i  ~ of t i -  il - e t a  II’C .1 s a t  S c ’  -

que st  p u b l i c a t i o n . The’ reader ’ s i t t ,  f l t T i ’- t  l i T  ( H i ’  ‘ ° C - i  to

- - -- —- -
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the earlier remarks concerning the effects of the propag~-

tion of phase incoherence on the shape of the phase roba-

bi l i ty  d is t r ibu t ions  at the longer l a t enc ies ;  t h i s  f l a t t ’~r,-

ing of the distribution nieans that the p r e d i c t a b i l i t y  of

al pha phase becomes less certain at latencies more d i s t a r m t

from the classification point. The al p h a  g e n e r a tu - r  is onl y

quasi-coherent. Nevertheless , during the latencies occu-

pied by the Nl—P2--N2 comp lex of the AVE R , the predi ctab i l i ty

of autonomous phase contingent Elpha p hase is s t i l l  q u i t e

good . Tha t is, the phase probability matrix is still ex-

hibiting reasonable peakedness at those latencies. Conse-

quent ly ,  the bending of the modal phase probability func-

tions to produce the convergence seen in the stimulus-CN

composite p lots (part D) shows the ability of stimuli tx

s h i f t  al pha phase toward a “p r e f e r r e d ”  phase .

In its present form our alpha phase irodula tion hy~~c—

thesis does not assume that there is a sing le al pha j ace-

maker  f o r  the e n t i r e  c o r t e x .  I n s t e a d  we p o s tu l a t  € t h a t

each por t ion  of the cor tex has i t s  own t h a l - a a n i c  p a e - - r n a H ’ r

as suggested by Andersen and I’cndersson (1968) . However ,

contrary to their model V -hi ch is based up-on b ,anl-i tura tu-

spindling activity , we assume that the waking brain is ch,irac—

terized by narrow frequency tuning , crreatc- r phase ci i t i c ra -no- C- ,

and more m:ou u rd~ sated pacem-maker act iVit 1 a - S .  W e ’  m u s t  a l  ~c-

p rm int out that our alpha phase m o d u l a t  i on  n i - d e l  i s  m a - a a c e - r r ’ c-d

p r i m a r i l y  w i l t  t h e  t ime  c lon i a in .  As ye ’t we have flOl a ’ t u - I T 1 °~~-d

to reconcile our mode- i w i t h  ( u t h ( - r ’  i~ i a d c ’ l ~~a W h i t i ’  o l e ’  0 5~ ’ l I ’ ‘i, i l 1V



spatial in outlook (e.g., the holograph ic  model of cerebra l

encoding proposed by Pr ibr am ( 1971) a l though we ai~ - -w - - re

a that quasi—coherent alpha activity could ~-rovide L!., 1iJ’mase

coherent reference which is often required by such r’ ctdc’ s.

We would place grea t  emph a s i s  upon the need fc - r  m a k i n g  a

c a r e f u l  d i s t i n c t i o n  between the use cuf the- term ‘j-Lisc ’

in r e f e r r i n g  to the encod ing  of the s en s o r y  d a t a  of V i su a l

space (e.g., Pollen , Lee and Tay lor , 1971) and  our use of

“ p hase ” as a parameter  of the time d o m a i n .  I l av i n c ]  aire-aul y

ut i l i zed  the time domain to account for the ( - I i 2 1 - u i i r I g  of

spatial phase information (Pollen et al . ibid .) , P o l l e n  a n d

Trachtenberg (1972) are led to regard al pha as n o i s e . ‘ihey

comment that “even if it were assumed that a1 cells in tha-

visual cortex were rhythnaic ally excit ed by al j - h a  ac t iv ~~ t v

an3 in phase with each other , simple cell respc-1 si-s to  v i s u a l

st i m u l i  in d i f f e r e n t  T ar ts e f  the re’ce :[-tive fie ld wou ld i i i —

n y c  at the comp lex cCllla wi th diff er cr5- later ,i--ie- s ~- S a ~ t h u s

at  different periods of the alpha cycle’ . TI ’.- al j- } a o act i v i t y

would  f a c i l i t a t e  some i np u ts and  i n h i b i t i i t h u m ~~ S i n  ~

p red ic tab le  wi y — — .i noise pr o ce s s .  TI ~i i i ~ al j ha 1 lock , w t . e  t h e -I

by a central act ive inhi L it u ry n m e - c h a r : i s n m  t a t  k y a i - i - t a -  m~~u i i —

eral desynchronization of rh ythmic activi t y ,  ri ght Sc  i ’ ,’~ S i -

reduce a neural noise level. c u  I r a  cor, t r c s t , we hel j e v c ’  t ha t

o u r  a l pha phase- modulaticn model prcuvides. a via i - l * - a l t e  r r a a t  ly e -

exp lanation for the a I j - h a  L- lnu ’ k a ce  - m l  Sc r y c  t~ li.i i nq t~ ht - gi v a

of v i s u a l  a t t  c -n t i ‘a r t  t o  n( n u n if o i  jr s m i  f ’ t - ’ o ~ i d i r - , - ; * cm

our i - h - i s a -  I n o ( l u l - e t i o l ,  mode , 1 t j u l  ih-sr- a ’t r i - s t  ;s’i t i c r  c - f  he



cort ical  response under these circumstances may represent

the complex phase modulation of a large cortical area in

response to complex spatial and temporal patterns of

sensory input. These divu?rse phase adjustments (re-settings?)

of the cellular “ al pha ” ac t iv i t ies  would g r e a t l y  i n c r e a s e

the phase variance of the cortical cell pool and thereby

reduce the m a g n i t u d e  of the po t en t i a l s  under  a sca lp  elec-

trode . The greater alpha amplitude in the absence of

patterned visual contact is explained by the greater phase

coherence of the cortical cell pool dur i nc simp le’ fcl i c-winci

of the quasi—coherent thalamic pacemaker activities.

SUMMARY

Although simple time a v e r a g i n g  of evoked p o t e n t i a l s

confounds and conceals the i n f l u e n c e  of alpha phase contin-

gency in the generation of the AVER , it is p o ss ih J e to

ana lyze  the role of phase contingency through the use c-f

alpha phase cont ingent  phase p r o b a b i li t y  r, - e a su r e m en t s .  T I m e

resulting analysis is interpreted as supporting an a l p h a

phase modulation hypothesis of sensory encodirig/decodinq

in the cortex. According to this hypo t hes i s , the se n sory

s t i m u l u s  ac ts  to phase—shift the activity of the cortical

receptors  away f r o m  t h e  s i m p le f o l l o w i n n  c- f  t h : i l am i c  j a a c e  -

m a k e r s .  The d i s c r e pan c y  be tween  ct i i ’ t c y  ‘m od j - a c e - r ’ i k c - r  is

regarded  as t h e  b a s i l ;  of c m  u - k m c i  c m ccod i r u c r  of - a e n s o r y  s i  q —

na I S.
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A NONLINEAR MODEL OF THE HUMAN_ ELECTROENCEPHALOGRAPH IC SIG-

N~ L DURING PERIODIC_PHOTIC_STIMULATION

This portion of the Biocybernetics Project is concerned

with the development and testing of a nmathc-matical n;cacl

t i-a t  is e f f e c t i v e  in p r e d i c t i n g  t h e  PEG c han g e ’s  r e s u l t i ng

f r o m  periodic photic stii,iu1~ct,i on.

There is l i t t l e  need to j u s t i f y the deve lopmen t  of a

mathemat ica l  model for  charac te r i z i ng  a cc .np lex  set c f  c-n’j - i r i —

cal behavior .  A good model is an essential part of an ef-

fective computerized biocybernetic scheme for the predict ion

and control of actual behavior . If the human P r a m  ~~i - t Cra -

t ia l s  are to be used in a biocybernetic syster as e s t i r - ~m t c r s

of b ra in  states, it is impor t an t  to discover th em s imp les t

adequate model for characterizing the phenor’cna of interest

I n e f f i c i e n c y  in the model , will limit the arr u-u rit ca 1 c o n t r - 1

achievable .

The human electroencepha l ogram (I- EC) ex h i b i t s  v ar i o u s

complex and poorl y—under stood responm ;a-s t o  reset i t i v -  f l a s h

stimuli delivered to the eye . In t h c  j - r c s er t  i r - v e s t iq a t io n ,

these EECi changes are characterized in t u - r n ; c i - f  t h e  s im p l e s t

n o n l i n e a r  i n p u t — o u t p u t  model h a v i n g  s i r r i l a r  c c ’ i e - r t i e s  m - t

r a-sponse. Q u a n t i ta t i v e  i c - s t i ng  and e v alu a t  u - m a  e t  5 - t a- c ha r , ec-

t e r i z a t i o n  a re  ach ieved  through t a -  Ui -m a- of d i ’  i S a l  s i m u l a t  i - - m i s

of the model ’s behavior -end th e usc- o~ di q i t i l  anal -i- se-s ut

4
e x j u t ” r i m ’ r’m~~m m ~~~m l  J-~J- (’ d a t - c .  ‘“h f a t  j - c - t w e - a - m i  ‘ l e -  ‘ i I t I~~s~~1 r 1 1 ( 1  ‘ C l - f l i T  
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and the EEG is good , p a r t i c u l a r ly fo r  per iod ic  s t i m u l i , arud

extends over a re la t ively wide range of frequencies. The

model is reasonably consistent with what is known abaut t h e

physiology of alpha wave generation and it is able to unify

several a p p a r e n t l y  d i spa ra t e  phenomena ( i . e . ,  t hey  are seen

as derivable from the same n o n l i n e a r  s y s t e m )  . The model is

also consistent  wi th  the sampled-da ta  model (Voss ius , l9~~l;

Young and Stark , 1962; e t c . )  f o r  r e l a t i o nshi ps between sac—

cadic eye—movements , EEG activity , cortical excitability,

and visual perception .

As prepara t ion  for  the development  cf a model of EEC

al pha generat ion , a large body of relevan t liter atura- is

examined , i nc lud ing  work on 5-he EEC as an utonomous sig-

nal , the EEG response to r-eriodic j h oe ic st i m u l a t ion ( f l i c k e r) ,

the time—averaged respon si - to single stimu li ( ‘iva-rage v isu~J

evoked poten ti a l s) ,  thal,aum nc~~c-c-rt ical n€-u r j hy siology , t (al ,mrri c

and cortical excitabili ty cycle’s , visua l rem- r c t i  n t i r c e , sac-

cadic  t i m i n g ,  and s h o r t — f  -r n - visual memory . Of criti ca l

importance to thi s model is the observation that t I e  r,e-cL’ si r r a

of al pha rhythm generation is nonlinear. This and sev’.~~a l

other key phenomena -ire- n- - ted .

To c har a c t e r i  z e -  t he ;ao [ ih l -n o m e n a , a s i m p l e .- sc-c - n d — o r d c  r

non linear differential e u j -CI t i n  exhibit i n c s i m i  lar k ’ . - l i u y j m r

is selected . T h i s  equat  j a n , k r m o w m  ~~~~ th  van de P c- i osc  —

l i t o r , is used t o  mc li i e . I u -  EWE’ - T’cS~~ m ( f l s c
’ S c  T ’ ~ n i o d i c  v i s u a l

m a t  i ,m u l a t i c mn .  Ir ,  t h i s  model , I , e u r i t c a r m c m m n u s  liri ~ cycle ,

o s c i l l a t m i - r a  T e ~~ - l ’ eSCfl 1 S th - ’ ‘ c l ~~h , c  rh’ ; t ( i t , ~ nd a i - i - i-p I c - u i

- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~-- — - - - -—-~~~~~~~~~~ 
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exc i t a t ion  f u n c t i o n  represen t s  v i s u a l  f i e l d  i n t e n s i t y. A

perturbation technique fo analyzing the response ti is-

pulse trains is developed , and numeri cal v e r i f i c a t i o n s  a re

obtained through simulations in a dig i t a l  compu ter .

EEG recordings from subjects exposed to sine-modulated

or to stroboscopic f lashes , on the one hand , and simula ted

EEG generated by the model , on the other  hand , a re  p r oc e s s e d

identically and the result,s are compared . The behavior of

the nonlinear model matches the actual EE C responses quite

well over a relatively wide range of stimulus frequenc i es

and experimental parameters. Given th e- low order of ’ t he-

van der Pol oscillator , the number of EEC p hen omen a w h i c h

it pred ic t s  is ra ther  s u r p r i s i n g  (and  c jr a t i f yi n a )  .

eve r , the fact that the model does not predict transient

effects as well as it does steady—state- behavior sucmoests

that  a hi gher—order model , such as a n ,- t w r k  of (,aS C11 i a~~~~ - r S ,

is worth investigating .

It must be recognized that an i n p u t - o u t p u t  r rcd ’.-I  of

the- sort employed here is not a ph y s i o l o gi c a l  model because

there is no p laus ib le  cor r’e s po n d e nc e -  L c -t w e € - r ,  t I e  mode 1 C -ma --

pox-r en t s  and p a r t i c u l a r  p h y s i o l o g i c a l  r r u - c h - -m n i s m n .  ~ uch ot

the’ success of the o s c il l e t  c- r — m o d e l  u S e - i l  ,j n ¶ i~c - r e - s c - m a t

study is due to the f a c t  t h a t  i t  is  t r e a t e d  as  a c - a n i s r i c a l

model , a tool f o r  c l a s s i f y i n g  phenomena i m  t h e  - r  s i r m ~ l e - ~~~

form . As suc h , i t  provide’s a quant 15-at vi t e m m - i l ,’ c t e -  ~ m m m m v

mode l a t t e - r m ’s’ t i n q  t i i  ac c o u nt  fox ’  Pt s i r r e  j , e ’ f l c rr e im c a m a l i

provides a u s e f u l  s e- S of a c - I r a v i  i u t c l  ci , ‘ C r s ; z n s  e t t i l  r m i - , t  rs ( i i  cl

~

—

~
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one may check the performance of an alternative model.

Until it has been proved 3therwise , we car entertain the

hypothesis that the van der Pol type of oscillator is

the simplest nonlinear model that exhibit s the same classc s

of behavior as the actual process. In any even t, th em n del

provides a u s e f u l  step in the direction of develop ing a

more complex and more capacious model.

This nonlinear model of the human EEC signal is des-

cribed in considerable detail in a Ph.D. dissertation L y

John R. Nickolls (1977), a copy of which is submitted w i t h

this report.

- ---- 
_
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APPENDIX I

A Classification of Recursive Modeling Me thods

I. Introduction

Closely-coupled man-machine systems require efficient estimation and

prediction of central nervous system (CNS) activities, such as eye movements and

EEG signals. Although the systems responsible for these CNS activities are complex

and time-varying, linear systems modeling techniques can be successfully used to

predict CNS states. Model parameter estimates can be updated in time , yielding a

time-varying linear model. Nonstationarities in observed CNS activities can be

modeled with time-varying model parameters , or with a time-invariant linear

model with suitable initial conditions.

The flexibility of linear systems modeling has resulted in the rapid development

of methods and applications in many areas , particularly seismic data processing and

speech modeling. Due to the diversity of these developments, there exists a

plethora of methods for estimating the parameters of linear models given

input-output data , transfer functions, or covariance functions. Here we present a

systematic classification of exact least-squares modeling procedures that are

recursive (In model-order) and optimal in some sense [MKLNV]. Methods which

are suboptimal or approximate will only be briefly indicated. Within this

framework, we shall point out some new algorithms that have many

computational advantages over existing ones. Since we consider state-space,

autoregressive moving - average models, and the related ladder realizations , we

shall distinguish the following three classes of algorithms: Riccati or square-root

type methods, recently developed fast algorithms , and thei r ladder forms. While

the fi rst class typically requires computations of’ 0(n 3) or 0(n 2) with n equal to the

number of model parameters , the fast forms only require operations and storage of

0( n) . Because efficiency is critical in real-t ime estimation , prediction , and control ,

these fast algorithms are of particular Interest here.

In Section II we introduce the modeling problem by reviewing external and
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internal (linear) models, and consider the types of observed data used to estimate

the model parameters. We then introduce a systematic classif ication in tableau

f orm of the various methods to be discussed. It should be stressed here that these

least-squares modeling method s can in general only determine the unique

innovations representation (In) model [K-S74). This is usually a

fi nite-dimensional linear model driven by white noise, conceptually the

innovations or one-step prediction errors. The output of the model represents the

process of interest , e.g., eye-movement signals or EEG signals. There exist many

such models, but the IR model is the only one which is both stable and stably

invertible. The inverse process yields the innovations when driven by the

observed data. This means that even though the driving inputs to the IR model are

usually not known (e.g., neurological cont rol signals), they can be estimated from

the current model parameter estimates. Thus the parameters of the JR model are

chosen to produce behavior statistically equivalent to the observed data .

In Section III we consider batch methods that are best suited for cases where the

observed data is accessed in blocks. This typically occurs when the data is in the

form of a covariance function or system transfe r function. A traditional block

method based on the Yule-Walker equation [Par] has been used to predict the EEG

alpha wave, as indicated elsewhere in this report . Both autoregressive (AR) and

autoregressive - moving average (ARMA) models are treated , and the f as t  versions

which utilize certain matrix properties are indicated .

In Section IV recursive (in t ime)  modeling methods are discussed . These

procedures access the input-o sequentially, and are known as on-line

methods in the control context [.,~ j , 1MKL]. They are ideally suited for real-time

biocybernetic applications. Again , the fast versions of these algorithms are pointed

out .

In section V the new ladder (or lattice) - type realizations of the f a s t  algorithms

discussed in Section UI and JV are introduced [IS], [Mo]. These new methods have

nice stability properties and good numerical behavior. They also have lowest

computational complexity and minimal storage requirements.
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In Appendix A we show how to obtain partial realizations of the j oint impulse

response - matching and covariance - matching type, that are both stable and

minimal. In Appendix B, we present an example of our new exact least-squares

recursions for ladder-for m realizations, called the “pre-windowing” case [MDKV].
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II. The Modeling Problem

The many different types of linear models can be classified into “external” or

input/output descriptions , and “inte rnal” or state-space descriptions. We will first

consider “external” descriptions, which are sometimes refe rred to as transfer

f unction type models.

Let us consider a finite-dimensional linear system (FDLS ) with inputs ( u(.) and

outputs { y(’) ). The outputs represent sampled data , such as speech where y ’s are

scalars, or seismic signals from a geophone array where y’s are r-vectors. The

input-output relationship can be described by an autoregressive - moving average

(ARMA ) model

+ a 1y 1 
~ 

+ . + a ,,y1, ,  - . (2. la)

— b0u1 + +b qUi~q , i � 0 , n > q � 0 . (2 . lb )

where (w(.) } is a moving average of a white noise sequence { u(.) } and the values

y~~ I and { u 1 . . . .  U q } are initial conditions. The modeling

problem here is to determine the model parameters a1 and . Applying the

z—tra nsform

y (z) (2.2)

to equation (2.1) yields

a(z)y(z) — b(z)u(z) + ier,na iiivo t sing sk ~ Initial ronduions } , (2.3a )

a(z) - + a~z~~ + - - . + a , , (2.3b)

b (z) — b0z” + b 1r ”’1 + . . + bq Z ’~
••’1 (2.3c)

With zero Initial conditions and scalar processes, the ratio of y(r ) and u(z) gives the

transfer function T(z)  - b(z) / a (z) . When b(z) - , k � 0 then w(.) } is a white

noise sequence and { y(’) is called an autoregressive (AR) process; the model is

referred to as all—pole. Alternatively, when a(z) - z~, { y (.) is a moving average

(MA) process and an all-zero model is obtained .

_  ~~~~~~~~~~~~~ &



Turning to “internal’ models of the FDLS, we can consider I y(’) as being

generated from u(’) I with a suitable ini t ial  condition {x 0) by the state—space model

— 4’ + F u1~

— H 
~~~ 

, ~ 0 . (2.4)

This model can be chosen to have the given transfer function

T(z) - H( zI—4 ’)~~~zr - ~~~~~~ 
- (2.5)

Note that for convenience we have used a model driven by u14 1, rather than the

more commonly used model driven by u1 [MKD] since they can be related [Mo].

Given the transfer function , a simple way to choose the matrices ( H , 4’, r ~
the “observer canonical” form

$ . Z — a 1 H , H - e 11 , r _ ( b q
l. oT)T . (2.6)

where T denotes transpose, a1:,; ~ [a 1 a ,, )T , bq U’0, . - - bq )~ Z is the “delay

matrix ”: Z4 1 ~ if (f— i — I) then I else 0 , and e 1 ~ [I , 0 0jT is the first uni t

vector. The state-space model provides a convenient way of computing the

covariance function of the output process. Even though the underlying model

H , 4’. 1’ 1 or a1,8 , bq } is time-invariant , the output process ( y(’) ) is in general

not stationary due to “t ransients” caused by the initial conditions. However , if 4’ is
a stability matrix where all elgenvalues have magnitude less than one, then as i-seo

the transients eventually die out and the process becomes stationary, In the

stationary case, the covariance is a function of li— fl given by

R~(i .j )  — H 4’~ ’i1 fl HT , where Ii Is the state covarlance matr ix as l-.,~ (see

[DKM]).

ARMA models and state-space descriptions are j ust two di f fe rent  methods of

representing the input-output  relations of a FDLS, and they can be closely related to

each other using matr ix  fraction descriptions (MFD ’s) [DKM]. A lesser-known class

of FDLS representations are the ladder realizations , which are discussed in section

V and are also related to the ARMA and state-space models.
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In modeling a process as a FDLS driven by white noise , the observed data is

usually available in one or more of the following forms:

a) input—o utput pairs { u( ’), y ( ’) } ;

b) impulse response or related sequences such as moments , (or moment estimates,

e.g. obtained from input-output pai rs);

c) covariance functions or second order knowledge of inputs and/or outputs , (or

estimates, e.g. from the impulse response),

Batch methods are used when data is accessed in blocks, as in b) and c); efficient

methods for determining model parameters are recursive in order. Recursive (in

time) methods are appropriate when data is accessed sequentially, as in a). Model

parameters can then be estimated recursively both in order and time. Table I

illustrates the modeling methods that we will discuss; they are divided first into

batch and recursive groups , then by model class: Riccati or square-root methods,

“fast” algorithms, and their ladder forms. Within each class the name or code for

each method appears along with some pertinent references.
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III. Batch Methods

When observed data is availabl e in blocks, batch modeling methods are

convenient. We will first consider AR models because of their widespread use

[MakhJ. The recently developed “linear predictive coding” (LPC) speech

compression schemes, fo r example , are a direct application of least-squares f i t t ing

of AR models [AH], [IS], [Wak] (for a survey see [MG]). AR models have also been

very useful in statistics [Par], [BJ], spectral analysis [UB), {AkaJ, and znultichannel

geophysical applications [Rob), [WR].

Normal Equations

It is well known in least-squares problems that the parameters of an AR model

satisfy a set of linear equations called the normal equations (see [K-S74), tMG J)~

a8
1 R8 — [1 , —a 1 1 . - ,  —a ,;] R 8 — (R e, 0 , . .,  0) . (3.1)

An alternate form is the Yule-Walker equation [Par) :

a1
T R 1 — (a 1 a ,, ? R8 1  — (r 1 , . .  r,) - (3.2)

In both forms R is a covariance matrix arid the a j ’s are the “predictor ” or AR model

parameters. Rt is the “prediction error ” or innovations covariance , a

non-increasing function of n (typically the model order) . In speech processing, two

popular methods of obtaining the normal equation are the “autocorrelation ” method

and the “covariance” method [MG], but there exist many ways of estimating the

covariance R8 [BJ}, [MDKV], [Di]. General methods for solving such linear

equations include Gaussian elimination (GE), Cholesky decomposition, Householder

transforms [HouJ, [GGMS]; however , they all require computations of 0(n3) .

The Levinson-Wiggins-Robinson (LWR) Algorithm

An algorithm that requires only 0(n 1) computations for the recursive solution of

normal equations with Tàpli tz covariance matrices (corresponding to an

assumption of st a tionarity of the process) was firs t  described by Levinson [hey)

and later extended by Wiggins and Robinson [Wa]. By making use of c~’r ta t n

- I



shif t- invariance properties of Tôplitz matrices (the 1,j -th entries are only a

function of i—f), this algorithm solves the normal equation via a set of recursions

that update the AR parameters or the predictor parameters in increasing order

[Rob], [K-S74]. The Levinson recursions are also closely related to the orthogonal

Szegô polynomials [Sze), {GS), [KVM]. Levinson ’s algorithm plays a central role

because it can be generalized to handle multi-channel data [Wit),

multi-dimensional or image processing problems [LKMJ, nonstationary processes

with “shift-low-rank” [Mo], [FMKL], ladder realizations [MV], IIMVKJ and ARMA

or state-space models [MKD], [MKL], [DKMJ.

ARMA Models

In state-space terms, the problem is to find a triple (H, ~~‘ , r ~ 
such that

- H4 ’ir , where { T~ } is a given set of “first order ” data characterizing the

impulse response of a linear system. This is the partial realization problem [KFA],

[DMK). The central role in this realization theory is played by the if ankel matrix

with entries H. 1 - ~~~~~ . The columns or rows of this matr ix are known to span

the state-space, so any method for finding a basis is a viable realization method. Of

particular interest are methods for f inding the smallest basis resulting in minimal

order ri realizations [NH), [Si], {YTJ; they all require 0(n3) operations.

From a transfer function po int-of-view , the partial minimal realization problem

is that of finding two relatively prime (matr ix )  polynomials a(z) and b(z) such that

the given power series T(z)  matches say k terms of the expansion of b (z)Ia (z)  . This Is

the classical Padé approximation problem , which in the scalar case yields

T(z)  a( z) — b(z) + { (erm~ i,; z ’, i > k—n ) - Equating coefficients of z~~, 0 S I s n ,

we get

718a,, — 0,, , or H ,, (a ,, , , . . , a 1 ) 1 • — (T 841 T 28 ] T (3,3)

where 71,, Is a Tóplitz matrix containing the reversed column ordered Hankel

matrix H , Note the similarit ies here to the normal equation (3.1) and to Prony ’s

method [MG). 
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Again , standard methods could be used to solve for a~ , but they all require

computations of 0(n3). However , if one takes advantage of the structure of the

Hankel or Töplitz matrices , fast algor ithms can be found. Such algorithms have

been developed (in a coding theory context )  by Berlekamp [Be] and for minimal

realization by Massey [Mass]. Multivar iable versions have also been developed

[Mo), [DMK]. These recursions are strikingly similar to Levinson ’s recursions; the

Berlekamp-Massey algorithm can also be related to orthogonal Lanczos polynomials

[Lanc], [Mo]. An alternative method for obtaining stable partial minimal

realizations is discussed in Appendix A. It can also be derived by considering a

Gram-Schmidt (GS) orthogonalization on the columns of the Hankel matrix H 8 or

the Tóplitz matrix 7I,~ [Mo], or more generally by using proj ection methods

[KKM].

Spectral Factorization and Innovations Representations

The problem of obtaining a model of a process { y(’) }, given its covariance

function or second order information , is called stochastic realization. We are

interested in representing { y(’) } as the output of a linear model driven by whi te

noise. In general , there exist many such models , however the only stable and

stably Invertible model is the (unique) innovations representation (IR ) [K-S74].

The inverse model is the whitening filter that produces a white noise process , the

innovations { c(.) }, when driven by the observed data . In discrete-time or t ime

series analysis, the Innovations are the one-step prediction errors of the

observations. If the process {y(~) is stationary, the problem of obtaining the lit

essentially reduces to one of spectral factor ization,

An efficient method for obtaining the spectral factors of S~(z)

S~(z)  — b(z)  b (—r)  I a ( z )  a ( — z )  , (3 ,4)

is given as a two-step procedure in [DKM], [MKD], [Mo). In the stationary and

scalar process case considered here , the truncated or one-sided power spectrum S 4 (z)

of ( y(’) J is formed from the covariance sequence. A min ima l  real ization algorI thm
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is then used to approximate S4(z) by q (z) I a(z) , where I Ia(z) is the AR-part oaT the

desired model. From

S~ (z) — a(z) S~(z) a(z~~) — a(z)q(z 1) + q (z)a(z 1 )

— b(z) b(z~ ) (3.5)

it can be seen that the spectral factorization problem for I y(’) is now reduced to

the simpler factorization problem for a MA-process ( w(.) } , where the factor b (z)  j~

the MA-part of the desired model. It can be obtained by Cholesky and other

factorization procedures, Thus { y(’) } is modeled by the cascade of the AR and MA

parts driven by the innovations, a white noise.

In the time-domain this corresponds to a factorization of the (stationary)

covariance (a T’ôplitz matrix) into triangular factors. The “fast-Cholesky”

factorization given by [Mo] is an efficient algorithm for stationary and

non-stationary covariance matrices with “shift-low-rank”. It should be noted that

many popular covariance estimates have this property.

96



IV. Recursive “in Time” Methods

When the observed data is available as input-output pairs that must be accessed

sequentially, recursive modeling methods are the most appropriate. Many recursive

least-squares methods have been developed in the identification and control area;

they typically involve solving Riccati-type equations and have computation and

storage requirements of 0(n 3 ) and 0(n 2) respectively. Recently “fast” algorithms

have been developed with reduced computations and storage of 0(n) using ARMA or

ladder realizations .

An important set of least-squares recursive methods for AR-type models is

described in detail in [SLG] and more recently in [MKL]. The discussion includes

least-squares (LS), weighted least-squares (WLS), generalized least-squares (GLS),

instrumental variable (IV) and recursive maximum-likelihood (RML 1,2) methods

for ARMA models. All these methods solve a Riccati equation that recursively

updates the inverse of the matrix appearing in the normal equation of the problem.

An alternative to the Riccati equations are the square-root forms discussed for

instance in [MK]. They make use of the numerically preferrable orthogonal

transformations [Hous], [GGMSJ.

A special case of the IV method is obtained by using the n-step delayed outputs as

instrumental variables. This can be shown to be equivalent to a minimal realization

problem given (estimated) covariances I? . Recall that in the gIven (estimated)

covariance case we discussed a two step procedure. The first  step was to obtain a

minimal realization , or rational approximation of S4(z) by q (z)I a (z) ,  or in the

time-domain of B, by Q A 1  [DKM), [MKD). In matrix notation we obtain

A - Q , (4.1)

where A and Q are banded matrices of “band width” n , if the underlying linear

model is of that mInimal order. The first column of (4 .1) corresponds to equation

(3.3)

7? a a - 0~ , (4.2)
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where ~ ,, is the (2 , 1) block entry of the appropriately partitioned triangular

Töplitz matrix B, . The matrix 7?,, is the cross-covariance of the last n observations

and the same set n time-steps delayed. 7?,, clearly plays here the role of the

reversed ordered Hankel matrix Ii,, . By noting that the Riccati-type equation can

be Interpreted as a recursion for (low rank) updating of the inverse of a matrix , we

see that the IV method can be viewed as a recursive (in time) updating procedure

for the minimal realization solution for a in equation (3.3).

Fast Algorithms for Recursive “in Time” Methods

In [MKL] the development of “fast” algorithms for the recursive least-squares

methods is discussed in detail. Efficient recursions for time and/or order updates

for AR-type models were first derived in [Mo]. The basic idea there was the

observation that the matrices encountered in many least-squares problems have a

“shift invariance” or a “shift-low-rank” property. It can be characterized by the

(low) rank p of the shifted difference of a matrix M :  p ( M  Z 1 M Z ] ,  where

the “delay” matrix Z was defined in Section IL ThIs property is generated by the

fact that these matrices are sums of products of Tôplitz or Hankel matrices. It can

also be used to obtain fast Cholesky algorithms for MA processes , thus obtaining

recursive whitening filters of the AR type ( e.g. BMH5 algorithm in [Mo]).

Similarly we can obtain general LWR recursIons in order and time for AR

processes, i.e. updating the MA prediction (whitening filter) parameters 
~~ 

A

surprising feature of the fixed-order recursive-in-time algorithms is that explicit

updating of the covariance estimate Is unnecessary, basically because the model

parameters are an implicit characterization of the covar lance . Since the details of

4 these algorithms can be found in [MKD],[DKM],[Mo), [FMKL] , we shall only give a

comparison of the LWR-type algorithms , assuming that  the reader is already

familiar with the Levinson recursions as described in [Wie], [WBJ, or more

recently (K-S74].

The recursions for the generalization of the LRW algorithm for covariance

matrices exhibiting a s hif  I I nvariance property have a very similar form to the 

~~~~~~ ~~~—.——-. - .~~~~~~~~~~~ . - . .
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original Levinson recursions. However , in contrast to the two solutions required in

the LWB algorithm, the so-called forward and backward predictors , we require in

general more solutions for non-Tóplitz matrices. It turns out that the

“shift—low-rank” p of the covariance matrix , regardless of its size, is equal to the

number of solutions required in the recursions, For the case of covarIance

estimates that can be written as products of two Tópiitz matrices (typically

containing input-output data) , the number of solutions required is at most four in

the scalar case, and 2m+2 for rn-channel data.

For combined ARMA models we can either attempt to model first the AR or the

MA part and then try to estimate the remaining part of the model. In the batch

methods of Section Ill we discussed ways of obtaining the AR part f irst  via minimal

realization and then the MA part via spectral factorization. The other order of first

obtaining the MA part could be obtained by working with (an estimate of) the

inverse of the covariance matrix , the so-called in f ormation matrix [MK].

The cascaded approach can be carried out also in time recursive form by

estimating the AR part via a (fast) recursive form of the IV method , as discussed

above, cascaded by the fast Cholesky recursions for a MA process (e.g. RMH5 in

[Mo]). The only difficulty now is that both parts estimate the models in the

so-called controller or “tapped delay line ” realization , a dual form to the observer

form , which cannot be merged by inspection,

The joint Innovations representation approach discussed In Section III and

Appendix A is ideally suited for recursive in time methods. Even though the

driving inputs (conceptually the innovations) are usually not available , they can be

replaced with their best estimates obtained by using the best current parameter

estimates. This is clearly only possible for methods with sequential data access, it

tu rns  out that this seemingly “suboptimal” approach of substitution has itself

optimal ity propert Ies (see e.g. [SLG)); a similar situation occurs in detection of

unknown signals, and in the famous separation result of linear quadratic control

using state estimates [KFAJ . The recurs ive m a x i m u m  likelihood methods in [SLGJ

and [MKL] can be derived from such an approach. Once estimates of cu r rent

-

~

- -

~ 

— - —~~~~~..— — —~~~- . .  .--- . . 



— 
— —--.

~
-
~~~~~~~~~

-
~~~~~~~~~~~~~~~~

, 
~UUU,_uuI,!,U ,

prediction errors are obtained , they can conceptually be treated as known data , and

entered for instance in normal equation expressions. The only problem that might

arise lies in theoretical proofs of the convergence of such methods.
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V. Ladder Realizations

In Section II we discussed the realization of a given transfer function T(z)  -

b (z) /a (z) via transfer function or state-space type models such as ARMA, controller ,

or observer canonical forms . If the roots of a(z) are known , T(z) can be represented

by a partial fraction expansion. Using polynomial evaluation formulas we can

obtain the so called Jordan canonical or parallel decomposition form (even for

matrix transfer functions) [Mo]. The Jordan form has the nice property that

stability can be checked by merely inspecting the magnitude of the roots . Finding

the roots, however , is numerically sensitive.

The ladder (or lattice) canonical realizations provide a very promising

alternative. They also have the property that stability and even minimum-phase

can be checked by inspecting the PARCOR or ref lection coeff icients [ I S ] ,  [Wak) ,

[MG), [Mo], [ClaZ]. In contrast to the methods for finding roots of polynomials this

requires only a f in i te  algorithm , the Schur-Cohn test for stability. This is actually

equivalent to the Levinson or orthogonal Szegô polynomial recursions performed in

decreasing order on a~ or a~(z) , [K-S74]. Given the stationary covariance matrix B ,

i.e. second order information , the a~’s and the reflection coefficients can be

computed via the LWR algorithm. From a stochastic process point of view we can

Identify these coefficients with the partial correlation (PA.RCOR) coeff ic ients  or

singular values. They also have physical significance in the scattering theory of

waves [IS], [Wak), [K-S74), [MV], [MVK].

The Levinson algorithm can actually be carried out using only the reflection

coefficients as parametrization , since the inner product k 1 of a vector r E r 1 , . . ,

and the coefficient vector a, 1  can be obtained as the current output k 1 of a ladde r

realization driven by a previous input sequence containing {r 1 , . . ,  r1} .  Similarly

we can translate other algorithms for AR models , such as the various generalized

Levinson algorithms [Mo), [DKMJ, [LKM}, Appendix A , into thei r ladder form

equivalents as in [MVK), [MV], Appendi x B. These forms are of Interest by virtue

of their stability properties and their numerical robustness -- they typically
require sample correlation operat ions. These forms have also canonical [Mo] and

I 01
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invariance properties [MVKJ, as well as minimal storage requirements for modeling

algorithms, as seen from a comparison of the the recursions for the PARCOR and the

a, parameters in Appendix B.

ARMA models

Recall that the first step of realizing an ARMA model in Section III was a minimal

realization problem. The solution to this MB problem can be carried out in ladder

form by using a Berlekamp Massey (BM) - type algorithm. These recursions are

actually very similar to the LWR recursions, as noted in [Mo]; therefore we can use

an analogous derivation to obtain ladder forms for the BM recursions, as presented

in [GrMoJ.

Alternatively, the joint lB approach explored in Appendix A, leads (even for

scalar) processes to the theory of multichannel ladder realizations of the AR type

discussed above. Since we embedded the underlying ARMA model in a two channel

AR model , the lB model will again be of order 2n , i.e. non-minimal, This would also

hold for a ladder realization.

Minimal models can be obtained by merging the AR and MA parts in the observer

form. It is also possible to obtain a minimal rational ladder form [MG], [Mo]. The

basic idea in state-space terms is to add a suitable input matrix (r)  or output matrix

(H) to a ladder form realization of the AR part of the model; this is possible since

the ladder forms are controllable ( or their dual observable ) [Mo].

The second step of the stochastic realization procedure of Section III  requires a

spectral factorization for the determination of the MA part. As indicated , we need

to determine the triangular factors of the (banded) covariance matr ix  of the MA

process. They can be obtained from the Cholesky factors or the RHS of the LWR

recursions. Similarly it is possible to obtain the ladder realizations of the MA part ,

since the fast Cholesky recursions “by rows” have the form of a state-space

equation with a dynamic matrix 4’ that has precisely the same form as the 4’ matr ix

of a feedback ladder form in state-space notation [Mo). As for the LWR recursions,

there similarly exists a ladder form of the fast Cholesky algorithm that requires

102

. . ~~~~~~~~~~~~~~~~~~~ -- -~~ -~ . - g~.



. . —•-“-r ’ ~~~~~~~~- — ~~~~~~~ ‘

only ref lection coef f ic ien t s  as parametrization.

Ladder Forms for Recursive “in Time” Methods

The ladder forms for exact least-squares solution to AR modeling have been

developed in [MV]. In Appendix B, we shall present the simples’ one of the many

possibilities of such ladder forms , the “prewindowing” case [MDKV]. It Is

interesting to note that the partial correlation coefficients are computed as sample

cross correlations between the ‘ forward” and “backward” prediction errors as

expected from the stochastic derivat ie ,~ of the ladder forms [Walt) , [Mo), [SKM].

The ladder forms of the GLS and RML 1/2  methods discussed in [SLG], [MKL] and

Section IV can be obtained by embedd’ng the models in an appropriately augmented

AR model as in Appendix A . The IV method led to nonsymmetric Riccati equations,

therefore the fast versions also require a nonsymmetric form of the LWR

recursions. However it is clear that these recursions are then of the BM type since

this algorithm also works with nonsymmetric (though triangular) Tóplitz

matrices. Therefore , we could obtain “nonsymmetric” ladder forms of the type

given in [GrMo]. Although the final algorithms of these ladder forms are simple to

implement , the exposure of the “shif t - invariance ” is in general nontrivial  [MV].

Our preliminary experience with the numerical properties of these algorithms

has been very encouraging; in general ladder realizations are superior to direct

forms for computing estimates of the coefficients of a(z) and b(z) . Stochastic

approximation or gradient type methods using ladder forms can be obtained easily,

e.g. (SV]; however , they have drawbacks similar to other stochastic approximation

methods, especially for covariance matrices with extreme eigenvalue distributions.
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of FDLS representations are the ladder re alxza t ions , which are discussed in section

V end are also related W the ARMA and state-space models.
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Conclusions

We have presented a number of modeling methods in a framework which

includes the new ladder-form realizations. Of the three types of procedures

considered , e.g. Riccati or square-root methods , fast methods utilizing matrix

shift-invariance properties, and ladder-form methods, the latter two are most

suited to problems requiring efficiency. In particular , the recursive in time

versions lend themselves to on-line or real-time applications because the

input-output data is accessed sequentially one sample at a time. Also, new

parameter estimates are available at each sample time, which facilitates on-line

control problems.

The ladder-form methods also have the desirable property that their stability

can be checked merely by inspection of the reflection coefficients. In addition ,

they are numerically robust since the major operations are sample cross

correlations. They also have minimal storage requirements for least-squares

modeling methods. The structure of the ladder-type realization suggests that the

reflection coefficients may have physical significance in the process being

modeled. For instance , in speech models, the PARCOR coefficients correspond to

acoustic wave reflection coefficients in the vocal tract.

I (1-I
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Appendix A: Stable Partial Minimal Realizations

In this appendix we show how to obtain stable partial minimal realizations of

the j oint impulse-response and covarianc e-matching type. It will turn  out that  we

can obtain an ABMA model by imbedding it in a two channel AR modeling problem.

Given an ARMA model as represented by the difference equation of section II , we

can rewrite it as (let q - n)

y, + ~
- . . . + a,,y, ,, — b 1 U~j  — - - — b~u,_ ~ — ( A l )

or aTy, - b0u, ,  where

a1 
— [ I , a1 a,, ) , — ( y , , - • • ~ y~

_
~ 

)

b1
1. C O . b , . - - ,  t~,, J .  U,’ — C u , ,  - - - .

Now consider the following augmented equation

a’ —b 1
1 y , —

0 e 1 U, . (A2)

is the first unit vector). This equation can be interpreted as an AR model for

the joint process { y, U )  [Mo), since the FtHS is equal to the joint innovations of

U ) , since

- - y , — - h0u,
~ U 

~ — u1 . (A3)

Deterministic Case

We first consider the deterministic case where we are given impulse response

data or the Markov parameters. Writing the input /output  relationship in matr ix

notation (see sec. III ) yields

o a,, —

“T ~~ . (A4 ,

l0~i 

—~~ .---- -~~~
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where T,, is a lower-triangular and “T is a full  Töplitz matrix of the Markov

parameters (H T is the column reverse ordered Hankel matrix) . Letting T-.~ , we get

the normal equation

T,,’H ~’ Ir ,, i a 0 -

i ~ - [~ .r o b1 e 1

— R,, T,,T a 0 — e 1b0b0
1 e 1b0

T ,, I —b 1 e 1 e 1 b0 e1 - (A5)

Stochastic Case

From a stochastic process point of view we can express the normal equation

associated with the augmented AR model as

E {  3 ’, [ y ,T U,’)  i.’ 0 — E {  Y, [ u ,b0 u, ) )

U, b1 c 1 U,

— R ,, r ,,’ a (~ — e 1b0b0’ e 11’0

T,, I ,, b~ e~ e 1 1’0 e 1 . (AS)

We can solve for the normal equation of a,,
B,, a,, - C R,, — T ,,’ T ,, J a,, — [ IIcO’ H ,, J a,, - - (A7)

The equations (A5), (A6), and therefore the non-Tbplttz equations (A7) (‘) can be

solved recursively with the LWB algorithm. Note that if - 0 , the minimal

order n - k. We could bring equations (A5), (AG) into a more familiar form by the

interleaving permutation ( I , ~~, 5, . .  . 2n— I , 2, 4 , 6 , . . . ,  2n+2 ) , cf . [MDHV), to convert

the two-process covariance matr ix  Into a n by n block TôpUtz matrix , wIth 2 by 2

blocks, however the LWB algorithm clearly applies to both representations with

suitable modifications.

Thus we have shown that the joint impulse response/covariance matching

10 ) 6



and later extended by Wiggins and Robinson [WB]. By making use of certain
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problem is equivalent to solving a set of normal equations associated with a two

channel AR modeling problem. Since the predictor for the joint process is

triangular and minimum p hase , the denominator a,, of the underlying ARMA

model is also minimum phase and therefore stable , (for all k) .

Equations (A5) and the elegant stability proof were actually f irs t  obtained by

Claerbout [Clal] via a least-squares rational approximation . The connections

between the j oint innovations representation , the augmented normal equations ,

and the Hankel matrix were pointed out in [Mo] and also in [MDKV], [MKD],

[DKM], where algorithms were given to solve equations of the type seen in (A G)

and (A7). For the special case where R has a ‘ shift-low-rank” of one of the type

(B5) , called the post-windowing method in [MDKV], a Levinson-type algorithm

was given recently by [MB]. The stability property of the AR model was proved

there using a somewhat more complicated Lyapunov technique.

10 ) 7
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Appendix B: LS-Recursions for Ladder Forma

The Prewindowing Case

Given a series of observations {y(t), 0�t~ TI ,  where { y(’) } can be m vectors , we

wish to find the least-squares one-step predictor of order p parametrized by the

(matrix) coefficients {4~~7 ’(i) i~ i p j .  We can define many different squared

error criteria ~~~~ for instance as a function of s and! in

E ’,~,y( t )  ~,r(t) , ~~~ ~ ‘~‘~,r Y [t :t—p J

~ [1 , A’~ y( I )  A 1
~ 1~(p ) ) . YT[ t: t -~ ] 

~ fy,
T 

y,~~~’) (n 1)

An obvious choice from an innovations point-of-view is (s-0 ,f ~T) ,  the

“pre-windowing ” case [MDKV}. If s = p and f  = T the so-called “covarlance ”

method is obtained , and if s = 0 and f T + p we get the pre- and post-windowed

case or the “correlation ” method [MG]. The total squared error can be expressed as

E~,T - tr 
~ 

A’~~.,. R~ 1. A,,~. } R r - 

~~~ 
r~~.,

~ [ Y~°—P ~ , Y[I:—p+l) Y[T: T—p) ] (B2)

Thus the problem of determining A~,7. by minimizing E~ ,T leads to

R
~r ~~~ = , 0 , . . . ,  0)1 , tr — mm E ,,,r (83)

Although RP T is not Tóplitz, it still carries a certain shif t - invariance s t ructure ,

given by the following identities

- R,,T.. I + Y[ T:T-p] Y(T:T-p) ’

- x x x - R1~ J ,~ 
x

x R~~1 7. .., x x x . (B5)

Define the backward predictor B,,,.1’ and the smoothing errors ~~~-

B’~,r R~r ~~ [0  , - - ,  0 , Rr ,,y ; C~~,y ~~~ ~~ 31T:T—p) - (B6)

Then the forward and backward prediction errors (innovations) , p,T and ~~~ and

an auxiliary scalar ‘Y ,~ . can be defined by

~“p ,T ’  , ‘V1,y ) 
~
‘ Y I T:T —p )  [ A~,,y BP ,T C~ ,r )

0 0 ) 8

-.-——

~ 
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Order Update Recursions

Using the three shift-invariance identities for RP,T (B5) and using some

symmetry properties , the order update recursions for 4p,T ‘ 8p ,T C ,,7’ ~~~p ,T , and

Rr
P T are

f A 0 )‘ — K ’ R- ’~ f 0 B’p~l ,l’ p ,T’ p ,T p, T-l ‘ p ,T-l

B p + l ,T - [0, B
~,T..l jT — K ,,,r B 

~p,T A’P ,T~ 0)’ (B7)

C’P +I ,T — ( C’,,,T~ 0 )‘ + r’~ + i ,~ 
R T  p , l  ‘l B~~,l ,T where

K~ ,T — [ last block row of R,,,l ,T E A’s,,... 0 )‘

— [ 0, B1
~ ,7._ 1 ] [ f irst block row of R 1r ]‘ -

Bt VI I,

p41 ,T p, T — 
“ p T p ,T-)  p, T

- — K
~,r I

~~pT K ’~,r - (Be)

The order update recursions are very similar to the multivariate version of the

Levinson algorithm , and a similar set of recursions for time-update can also be

obtained [MDKV],[Mo].

Ladder Type Real ization

Premultiplying the above equations by y[ T:T —p+l J  , we obtain the following

order update recursions for t p,T ’  r~,1. .

E p+I ,T — — K ’P, T ~~~~~~ r~,~ _ i

~~~~~ r~,,7. 1  — K p T R~~~1~ t p ,T

‘ R-~‘p+l ,T ~~~ 
+ r p +l ,T p 4 1 ,7’ rP , I T -

The “Ilalman gain ” ~~~~ is obtained from [MV] as follows

K 1, 1.,1 — K 1, ,,. ~~~ t p T.l I ( I — ~~~~ ~ (810)

and the ref lect ion or PA.RCOR coefficients are obtained by

K~ ~~
. ~ K~,7. R.t

~.i, Kr ~~ ~ 
K ’~,T R r ~,7._ 1  . (8 11
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The initial conditwn.-; ,ir~’ giv . ii by

t o? . — r~ -~- 0

RE 0 .,. 
~~~~ ~ - R~~7. i + Yr

for p? T :
0 1, ,? 1,1,,, ! , ~~~~ ~~~~~~

Rt ,,,7. R~.,..,. ; R’,, 1 .  - E: r y .,.; 1’ p ,T 0

YO ~~~~~~~

As the dual to the stochastic forni ~ in [IS], [Wak], [Mo], [SKM], equations

(B8)-(Bl 1) are a complete set of ord er and t ime update recursions to obtain the

exact least-squares ladder form predictor , which is shown in Figure 1.

( I } t or  r t . r
— 

_ _ _ _ _ _ _ _ _ _ _  

I , 
_ _ _ _ _ _ _  _ _ _

Figure 2 .  Ladder real izat ion of  exact onc- .ctep least-squ a res predictor.

The recursion ( B I C )  computes th e  sample cro~.s- coi ’ar iaizce of the f o r w a r d  and

backward inn ovat io ns , using the op~in:al weij~hting l/(I- ’Y ., .), compared to other

suboptimal schemes [SV]. In the scular case R~~~>O if y
~

-O
~ 

or in general if ‘Y~ .l ,./.< I ,

since 0 < Y ~~1.~
i [ML)KV]. If vr~’ 1 , wi r equi re  T?;~ ,‘~~. These singula r i t i es  can be

avoided by including a priori c.~t imat cs  of the covarianc e R,~, or equivalently

including a weighted norm of th~ ;~~~1ictor ~
iH ~fl the error cr i ter ia  E~ .1.. Several

such modificat ions have teen pi V~~~II tL , * 1u1 in actual  i1nJ ~le n ien td t i ons .
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